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A B S T R A C T

The indispensable role of likelihood expansions in financial econometrics for continuous-time models has been established since the ground-breaking work of Aït-Sahalia (1999, 2002a, 2008). Jump–diffusions play an important role in modeling a variety of economic and financial variables. As a significant generalization of Li (2013), we propose a new closed-form expansion for transition density of Poisson-driven jump–diffusion models and its application in maximum-likelihood estimation based on discretely sampled data. Technically speaking, our expansion is obtained by perturbing paths of the underlying model; correction terms can be calculated explicitly using any symbolic software. Numerical examples and Monte Carlo evidence for illustrating the performance of density expansion and the resulting approximate MLE are provided in order to demonstrate the practical applicability of the method. Using the theoretical results in Hayashi and Ishikawa (2012), some convergence properties related to the density expansion and the approximate MLE method can be justified under some standard sufficient (but not necessary) conditions.
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1. Introduction

Continuous-time jump–diffusion processes have been widely used in various fields of science and technology for providing approximations to real-world dynamics of random fluctuations involving both relatively mild diffusive evolutions and sudden discontinuities caused by significant shocks. In financial economics, jump–diffusion models were introduced in the seminal work of Merton (1976), in which asset price is modeled by a combination of the celebrated Black–Scholes–Merton model (see Black and Scholes (1973) and Merton (1973)) and a compound Poisson process. During the past few decades, they have become a natural choice for modeling financial variables.

The literature has witnessed an explosion of developments and applications of jump–diffusion models in asset pricing, risk management and portfolio consumption optimization. Various stochastic volatility models with jump were proposed and investigated in, e.g., Bates (1996), Bates (2000), Duffie et al. (2000), Pan (2002), Johannes et al. (2003), and Broadie et al. (2007). By enriching both diffusive and jump components as well as their interactions, the affine jump–diffusion models were formally proposed in Duffie et al. (2000), which facilitate asset pricing and econometric analysis owing to their analytical tractability. For pricing various exotic options in using analytical methods, the double exponential jump–diffusion model was proposed by Kou (2002). By employing the backward induction principle based on the Hamilton–Jacobi–Bellman equations, portfolio planning problems involving jump risk were considered in, e.g., Liu et al. (2003), Pan and Liu (2003), Aït-Sahalia et al. (2009), Aït-Sahalia and Hurd (2015), and Jin and Zhang (2012). By enriching specifications of jump intensity according to the idea of Hawkes processes (see, e.g., Hawkes (1971)), self-exciting and mutual-exciting jumps are considered in, e.g., Aït-Sahalia et al. (2015), Aït-Sahalia and Hurd (2015), Errais et al. (2010), and Giesecke et al. (2011).

Econometric analysis of jump–diffusion models leads to issues that are significantly different from those typically encountered in discrete-time series analysis, e.g., the estimation of models formulated in continuous-time using data sampled at discrete-time intervals. To conduct likelihood-based inferences in this practical setting, transition densities play an important role; see, e.g., related discussions in Aït-Sahalia (2002b, 2004) and the references therein. Maximum-likelihood estimation (MLE hereafter) for jump–diffusions usually encounters challenges arising from time-consuming computation of transition densities. Closed-form expressions for transition densities cannot be obtained even for some simple jump–diffusion models,
e.g., a jump–diffusion mean-reverting Ornstein–Uhlenbeck model. To conduct MLE, one usually needs computationally intensive numerical methods, e.g., Monte Carlo simulation and characteristic-function-based inversion method. Even if characteristic functions of the transition distribution exist in closed-form (e.g., for the affine jump–diffusion models proposed by Duffie et al. (2000)), the Fourier inversion based density evaluation suffers from a large computational load for each parameter set searched in the numerical procedure of optimization. Given a typically large number of possible candidate parameter sets and a large number of observations in high-frequency financial datasets (see, e.g., the survey in Mykland and Zhang (2010)), this is computationally expensive (if not impractical) because of the repeated valuation of numerical Fourier inversions in the whole procedure for MLE.

Among various methods for approximating transition densities, closed-form expansions have become popular because of their fast computing time and numerical accuracy. In particular, as a result of the progressive development of modern computation technology, calculation of high-order expansions will become increasingly feasible, and thus renders arbitrary accuracy at least in principle. For diffusion models, a milestone is the ground-breaking invention of Hermite-polynomial-based density expansion and its application in MLE proposed in Aït-Sahalia (1999, 2002a, 2008), which motivated various substantial refinements and applications, see, e.g., Bakshi et al. (2006), Aït-Sahalia and Mykland (2004, 2003), Aït-Sahalia and Kimmel (2007, 2010), Egorov et al. (2003), Xi (2014), Chang and Chen (2011), Stramer et al. (2010), and Choi (2013, 2015a,b). Enlightened by this stream of literature, various density expansions for jump–diffusion models were proposed, see, e.g., Aït-Sahalia and Yu (2006) for the application of saddle point approximation, Yu (2007) obtained from solving for correction terms of an expansion from Kolmogorov’s forward and backward equations, Schaumburg (2001) for expanding transition density of a Levy-driven model on a related functional space, Filipović et al. (2013) for a general approximation theorem in weighted Hilbert spaces for random variables, Giesecke and Schwenkler (2011) for approximating point process filters, as well as Choi (2015a) for approximating transition density function of a multivariate time-inhomogeneous jump–diffusion process in a closed-form expression.

Complementing to the existing methods, we will propose a new closed-form expansion for transition density and apply it in approximate MLE for multivariate Poisson-driven jump–diffusion models. Our method can be viewed as a significant extension of the method for diffusion models proposed in Li (2013). Because of the fundamental challenge led by adding jumps, our expansion starts from a new method of parametrization, which can be regarded as a path perturbation and is different from the small-time setting employed in Li (2013) for diffusion models. With presence of jumps, the calculation of correction terms involves various explicit computations related to both the diffusive and jump components. Following similar discussions in Li (2013) (see pp. 1351–1352), our expansion can be regarded as a jump–diffusion analogy of the celebrated Edgeworth-type expansions; see, e.g., Chapter 2 in Hall (1995) and applications to martingales in Mykland (1992, 1993). However, in contrast to the traditional Edgeworth expansions, our expansion does not require the knowledge of generally implicit moments, cumulants or characteristic function of the underlying variable, and thus it is applicable to a wide range of jump–diffusion processes.

The theoretical foundation for validity of our expansion originates in the theory of Watanabe (1987) and Yoshida (1992) for analyzing generalized Wiener functionals, as well as its theoretical generalization in Hayashi and Ishikawa (2012) for analyzing generalized Wiener–Poisson functionals, which focus on an alternative class of expansions relying on the theory of large-deviations. The uniform convergence rate (with respect to various parameters) of our density expansion for a parameterized jump–diffusion model can be proved under some standard sufficient conditions on the drift and diffusion coefficients. This leads to convergence of the resulting approximate MLE to the true MLE; and thus, the approximate MLE inherits the asymptotic properties of the true MLE. Such theoretical results will be supported by numerical tests and Monte Carlo simulations for some representative examples.

The rest of this paper is organized as follows. In Section 2, we introduce the model with some technical assumptions. In Section 3, we propose the transition density expansion with closed-form correction terms of any arbitrary order. In Section 4, numerical performance of the density expansion and Monte Carlo evidence for the resulting approximate MLE are demonstrated through examples. In Section 5, we conclude the paper and outline some opportunities for future research. Technical details on explicit calculation of expansion terms are provided in Appendices A–D. In an online supplementary material, Li and Chen (2016), we document some examples of closed-form expansion formulas, proofs of the results in the appendices, detailed calculation regarding some alternative specifications of the jump-size distribution, some theoretical discussions on the validity of our density expansion and the resulting approximate MLE.

2. The model and basic setup

We focus on a Poisson-driven jump–diffusion model governed by the following stochastic differential equation (SDE hereafter):

\[
dX(t) = \mu(X(t); \theta)dt + \sigma(X(t); \theta)dW(t) + dJ(t; \theta), \quad X(0) = x_0
\]

(1)

where \(X(t)\) is a \(d\)-dimensional random vector; \(\{W(t)\}\) is a \(d\)-dimensional standard Brownian motion; \(\mu(x; \theta) = (\mu_1(x; \theta), \mu_2(x; \theta), \ldots, \mu_d(x; \theta))^\top\) is a \(d\)-dimensional vector-valued function and \(\sigma = (\sigma_1(x; \theta), \sigma_2(x; \theta), \ldots, \sigma_d(x; \theta))^\top\) is a \(d \times d\) matrix-valued function with an unknown parameter \(\theta\) belonging to a multidimensional open bounded set \(\Theta\). Here, \(J(t; \theta)\) is a vector-valued jump process modeled by a compound Poisson process which can be specified as

\[
J(t; \theta) = (J_1(t; \theta), J_2(t; \theta), \ldots, J_d(t; \theta))^\top
\]

:= \sum_{n \in \mathcal{N}(t)} Z_n \equiv \sum_{n=1}^{\mathcal{N}(t)} (Z_{n,1}, Z_{n,2}, \ldots, Z_{n,d})^\top,
\]

where \(\mathcal{N}(t)\) is a Poisson process with a constant intensity \(\lambda\). For different integers \(n, Z_n = (Z_{n,1}, Z_{n,2}, \ldots, Z_{n,d})^\top\) are i.i.d. multivariate random variables. Assuming \(\tau_1, \tau_2, \ldots\) are the jump arrival times, the jump path can be expressed as a step function, i.e.,

\[
J(t; \theta) = \sum_{n=1}^{\mathcal{N}(t)} \left( \sum_{i=1}^{n} (Z_{1,i}, Z_{2,i}, \ldots, Z_{d,i})^\top \right) 1_{[\tau_{n-1}, \tau_n)}(t).
\]

(2)

Let \(E \subset \mathbb{R}^d\) denote the state space of \(X\).

We note that various popular jump–diffusion-based asset pricing models (see, e.g., Merton (1976), Kou (2002), Bates (2000), Duffie et al. (2000), and Brodade et al. (2007)) take or can be easily transformed into the form of (1). This model relaxes the condition on linear drift and diffusion of the affine jump–diffusion model proposed in Duffie et al. (2000). By assuming the intensity of \(\{\mathcal{N}(t)\}\) to be a constant, the existence and uniqueness of the solution to model (1) can be guaranteed under some technical conditions, see, e.g., discussions in Yu (2007). Besides, this assumption is supported by various empirical evidences, see, e.g., Bates (2000). Andersen et al. (2002a), and Chernov et al. (2003). In modeling typical financial variables using a multidimensional jump–diffusion model, the small sample problem is usually severe in the estimation of
correlations among jumps in different dimensions, since jumps are rare even with a long span (e.g., 15 or 20 years) of data, see, e.g., discussions in Johannes et al. (2003), Chernov et al. (2003) and Broadie et al. (2007) on setting and estimating the correlation between jumps in asset return and its variance under stochastic volatility with concurrent jumps models (SVCJ). As a result, from the perspective of econometric analysis, it is prevalent to assume the independence among jumps in different dimensions. Without loss of generality, we consider the following two parsimonious examples of jump-size distribution for the purpose of illustration, i.e., a normal distribution for modeling double-sided jumps and an exponential distribution for modeling single-sided jumps.

### Jump-Size Distribution 1
The jump size \( Z_n \) has a multivariate normal distribution with mean vector \( \alpha = (x_1, \alpha_2, \ldots, \alpha_d) \) and covariance matrix \( \beta = \text{diag}(\beta_1^2, \beta_2^2, \ldots, \beta_d^2) \), i.e., \( Z_n \sim N(\alpha, \beta) \).

### Jump-Size Distribution 2
\( Z_n \) has a multivariate exponential distribution, in which \( Z_{n,i} \)'s are independent and \( Z_{n,j} \) has an exponential distribution with intensity \( \gamma_j \) for \( j = 1, 2, \ldots, d \).

Dependence among jumps in different dimensions and other specifications of the distribution can be similarly analyzed following our method in a case-by-case manner. For example, by letting some of the dimensions in the random vector \( Z_n \) be zero, we allow jumps in some but not all of the factors, see, e.g., the jump component of the stochastic volatility model with jumps in price only investigated in Bates (1996) and Duffie et al. (2000).

In Sections 3 and 4 of Li and Chen (2016), we provide main techniques for performing our expansion under two alternative specifications of the jump–size distribution. Generalizations of our method for incorporating stochastic jump intensity (see, e.g., the volatility–excitation considered in Pan (2002), the self–excitation and mutual–excitation considered in, e.g., Aït-Sahalia et al. (2015), Aït-Sahalia and Hurd (2015), Errais et al. (2010), and Giesecke et al. (2011)) and even more general state-dependent jump component (see, e.g., Cinlar and Jacod (1981) and Yu (2007)) will be set as a future research project.

Before closing this section, we introduce some standard and technical assumptions, which are conventionally proposed in the study of stochastic differential equations (see, e.g., Ikeda and Watanabe (1989)). Denote by \( A(x; \theta) = \sigma(x; \theta)\sigma(x; \theta)\) the diffusion matrix.

**Assumption 1.** The diffusion matrix \( A(x; \theta) \) is positive definite, i.e., \( \det(A(x; \theta)) > 0 \), for any \( x, \theta \in E \times \Theta \).

**Assumption 2.** For each integer \( k \geq 1 \), the \( k \)th order derivatives in \( x \) of the functions \( \mu(x; \theta) \) and \( \sigma(x; \theta) \) are uniformly bounded for any \( x, \theta \in E \times \Theta \).

As discussed in Section 5 of Li and Chen (2016), these assumptions provide sufficient conditions for the validity of our expansion. However, as shown momentarily in Section 4, numerical examples (e.g., the SQRJ model and the CEV-SVCJ model) suggest that the method proposed in this paper is not confined to the models strictly satisfying these sufficient (but not necessary) conditions. Theoretical relaxation of these conditions may involve case-by-case mathematical treatment and standard approximation argument, which is beyond the scope of this paper and can be regarded as a future research topic.

### 3. A closed-form expansion of transition density

#### 3.1. A general framework

By the time-homogeneity nature of jump–diffusion model (1), we denote by \( p(\Delta, x|x_0; \theta) \) its transition density corresponding to a time interval with length \( \Delta \), i.e., the conditional density of \( X(t + \Delta) \) given \( X(t) = x_0 \):

\[
P(X(t + \Delta) \in dx|X(t) = x_0) = p(\Delta, x|x_0; \theta)dx.
\]

We will propose a closed-form asymptotic expansion approximation for (3) in the following form

\[
p_m(\Delta, x|x_0; \theta) = \left( \frac{1}{\sqrt{\Delta}} \right)^d \det(D(x_0)) \sum_{m=0}^M \Psi_m(\Delta, x|x_0; \theta),
\]

where \( p_m \) denotes an expansion up to the \( M \)th order; the functions \( D(x_0) \) and \( \Psi_m(\Delta, x|x_0; \theta) \), explicitly depending on the drift vector \( \mu \), dispersion matrix \( \sigma \) and jump components, will be defined or calculated in what follows.

For ease of exposition in the following discussions, we drop the dependence of \( \theta \) in dynamics of the models. For computational convenience, we start from the following equivalent Stratonovich form of model (1):

\[
dX_\epsilon(t) = b(X_\epsilon(t))dt + \sigma(X_\epsilon(t))dW(t) + df(t), \quad X_\epsilon(0) = x_0,
\]

where \( \epsilon \) represents the Stratonovich integral and the new drift vector \( b(x) = (b_1(x), b_2(x), \ldots, b_d(x)) \) satisfies that

\[
b_i(x) = \mu_i(x) - \frac{1}{2} \sum_{k=1}^d \sum_{j=1}^d \sigma_{ij}(x) \frac{\partial}{\partial x_k} \sigma_{kj}(x).
\]

Thus, we parameterize dynamics (4) as

\[
dX^\epsilon(t) = \epsilon(b(X^\epsilon(t))dt + \sigma(X^\epsilon(t))dW(t) + df(t)), \quad X^\epsilon(0) = x_0,
\]

as a series of \( \epsilon \), an approximation for (3) can be directly obtained by letting \( \epsilon = 1 \).

Our main idea starts from a stochastic pathwise expansion of \( X^\epsilon(t) \) as a power series of \( \epsilon \) around \( \epsilon = 0 \). We assume that the vector \( X^\epsilon(t) \) admits the following \( M \)th order expansion

\[
X^\epsilon(t) = \sum_{m=0}^M X_m(t)\epsilon^m + O(\epsilon^{M+1}),
\]

where \( X^\epsilon(t) = (X_1^\epsilon(t), X_2^\epsilon(t), \ldots, X_d^\epsilon(t))^T \) and \( X_m(t) = (X_{m,1}(t), X_{m,2}(t), \ldots, X_{m,d}(t))^T \). Thus, the \( r \)th dimension of (7) is given by

\[
X_r^\epsilon(t) = \sum_{m=0}^M X_{m,r}(t)\epsilon^m + O(\epsilon^{M+1}), \quad r = 1, 2, \ldots, d.
\]

Without any confusion, the integer \( M \) will serve as an arbitrary order of various expansions from now on. By letting \( \epsilon = 0 \) on the both sides of parameterized model (5), it is straightforward to obtain that \( dX_0(t) = 0 \). Thus, because of the initial condition \( X^\epsilon(0) = x_0 \), we have the leading term as \( X_{0,r}(t) \equiv x_0 \). By taking first-order derivatives with respect to \( \epsilon \) on the both sides of (5) and evaluating them at \( \epsilon = 0 \), we obtain the first-order correction term as

\[
X_1(t) = b(x_0)t + \sigma(x_0)W(t) + f(t).
\]
A systematical method for explicitly obtaining higher-order correction terms will be given in Section 3.3.1.

We begin by representing the transition density of \( \{X^e(t)\} \) as a conditional expectation of Dirac Delta function (see, e.g., Kanwal (2004)) acting on \( Y^e(\Delta) - x \), i.e.,

\[
p^e(\Delta, x|x_0; \theta) := E[\delta(Y^e(\Delta) - x)|X^e(0) = x_0].
\]

In the following expositions, the initial condition of \( X(0) = x_0 \) will be omitted. To guarantee the convergence, our expansion starts from a standardization of \( Y^e(\Delta) \) into

\[
Y^e(\Delta) := \frac{D(x_0) X^e(\Delta) - x_0}{\sqrt{\epsilon}},
\]

where \( D(x) \) is a diagonal matrix defined by

\[
D(x) := \text{diag}\left( \left( \sum_{j=1}^{d} \sigma_j^2(x) \right)^{-\frac{1}{2}}, \left( \sum_{j=1}^{d} \sigma_j^2(x) \right)^{-\frac{1}{2}}, \ldots, \left( \sum_{j=1}^{d} \sigma_j^2(x) \right)^{-\frac{1}{2}} \right).
\]

Standardization (9) plays a similar role to that of the Lamperti transformation adopted by Ait-Sahalia (1999, 2002a, 2008), which leads to a normal distribution as the leading-order term and accurate higher-order correction terms for constructing the density expansion.

Assuming the pathwise expansion for \( Y^e(\Delta) \) as

\[
Y^e(\Delta) = \sum_{m=0}^{M} \frac{Y_m(\Delta) \epsilon^m}{\sqrt{\epsilon}} + O(\epsilon^{M+1}),
\]

it follows from (7) and (9) that

\[
Y_m(\Delta) = \frac{D(x_0)}{\sqrt{\Delta}} X_{m+1}(\Delta), \text{ for } m = 0, 1, 2, \ldots.
\]

The corresponding elementwise form of (11) and (12) satisfies that

\[
Y^e_t(\Delta) = \sum_{m=0}^{M} Y_{m,t}(\Delta) \epsilon^m + O(\epsilon^{M+1}),
\]

where

\[
Y_{m,t}(\Delta) = \frac{D_{m}(x_0)}{\sqrt{\Delta}} X_{m+1,t}(\Delta),
\]

where \( D_{m}(x_0) \) refers to the \( m \)th diagonal element of \( D(x_0) \), i.e., \( D_{m}(x_0) = \left( \sum_{j=1}^{d} \sigma_j^2(x) \right)^{-\frac{1}{2}} \). It is evident that, as \( \epsilon \to 0, Y^e(\Delta) \) converges to

\[
Y_0(\Delta) = \frac{B(\Delta)}{\sqrt{\Delta}} + \frac{D(x_0)}{\sqrt{\Delta}} (b(x_0) \Delta + J(\Delta)),
\]

where

\[
B(t) \equiv (B_1(t), B_2(t), \ldots, B_d(t)) := D(x_0) \sigma(x_0) W(t)
\]

is a \( d \)-dimensional correlated Brownian motion.

Simple algebra yields that

\[
Y^e(\Delta) = \frac{D(x_0)}{\sqrt{\Delta}} \left( \frac{x - x_0}{\epsilon} \right) = \frac{D(x_0)}{\sqrt{\Delta} \epsilon} (X^e(\Delta) - x).
\]

Thus, by the scaling property of Dirac Delta function (see, e.g., Kanwal (2004)), we obtain that

\[
\mathbb{E} \delta(Y^e(\Delta) - x) = \left( \frac{1}{\sqrt{\Delta} \epsilon} \right)^d \det D(x_0) \mathbb{E} \left[ \delta \left( Y^e(\Delta) - y \right) \mid y_{m,n} \right]_{y_{m,n} = \frac{x_0}{\sqrt{\Delta} \epsilon}, \lambda = \frac{x_0}{\sqrt{\Delta} \epsilon}}.
\]

Heuristically speaking, by the expansion of \( Y^e(\Delta) \) and the classical rule for differentiating composition of functions, we obtain a Taylor-like expansion of \( \delta(Y^e(\Delta) - y) \) as

\[
\delta(Y^e(\Delta) - y) = \sum_{m=0}^{M} \Phi_m(y) \epsilon^m + O(\epsilon^{M+1}),
\]

where \( \Phi_m(y) \) represents the \( m \)th expansion term. By taking expectations, it is natural to obtain that

\[
\mathbb{E} \left[ \delta(Y^e(\Delta) - y) \right] := \sum_{m=0}^{M} \Psi_m(y) \epsilon^m + O(\epsilon^{M+1}),
\]

where

\[
\Psi_m(y) := \mathbb{E} [\Phi_m(y)].
\]

Thus, the \( M \)th order expansion of the density \( p^e(\Delta, x|x_0; \theta) \) is proposed as

\[
p^e_M(\Delta, x|x_0; \theta) := \left( \frac{1}{\Delta} \right)^d \det D(x_0) \sum_{m=0}^{M} \Psi_m \left( \frac{D(x_0)}{\sqrt{\Delta} \epsilon} (x - x_0) \right) \epsilon^m.
\]

By letting \( \epsilon = 1 \), we define an \( M \)th order approximation to the transition density \( p(\Delta, x|x_0; \theta) \) as

\[
p_M(\Delta, x|x_0; \theta) := \left( \frac{1}{\sqrt{\Delta}} \right)^d \det D(x_0) \sum_{m=0}^{M} \Psi_m \left( \frac{D(x_0)}{\sqrt{\Delta} \epsilon} (x - x_0) \right).
\]

We note that \( Y_0 \) is non-degenerate in the Wiener–Poisson space. Such a setting renders the validity of our expansion method, based on a generalization of the theory of Watanabe (1987) and Yoshida (1992) established in Hayashi and Ishikawa (2012). Under some technical conditions, the convergence of (16) is in the sense of distribution and Malliavin calculus and further renders the convergence of (17). In this article, we focus on the practical calculation and implementation of the density expansion; we provide the theoretical justifications of convergence in Section 5 of Li and Chen (2016).

In practice, the explicit calculation of \( \Psi_m(y) \) hinges on the total number of jump arrivals. Indeed, we deduce that

\[
\Psi_m(y) = \mathbb{E} [\Phi_m(y)] = \sum_{n=0}^{\infty} \mathbb{E} [\Phi_m(y)|N(\Delta) = n] \mathbb{P}(N(\Delta) = n).
\]

Thus, for \( m, n \geq 0 \), denote by

\[
T_{m,n}(y) := \mathbb{E} [\Phi_m(y)|N(\Delta) = n].
\]

Observing

\[
\mathbb{P}(N(\Delta) = n) = \exp(-\lambda \Delta) \frac{\lambda^n \Delta^n}{n!},
\]

we obtain that

\[
\Psi_m(y) = \sum_{n=0}^{\infty} \exp(-\lambda \Delta) \frac{\lambda^n \Delta^n}{n!} T_{m,n}(y).
\]

In practice, to approximate the true value, such a series can be implemented by a truncation with a finite number of terms approaching to numerical stability. Thus, we define

\[
\Psi_m,N(y) = \sum_{n=0}^{N} \exp(-\lambda \Delta) \frac{\lambda^n \Delta^n}{n!} T_{m,n}(y).
\]
as an Nth order approximation of \( \Psi_m(y) \). According to the previous discussions, density expansion (17) is further approximated by the following double expansion

\[
p_{m,n}(\Delta, x|x_0; \theta) := \left( \frac{1}{\sqrt{\Delta}} \right)^d \det D(x_0) \sum_{m=0}^{M} \sum_{n=0}^{N} \exp(-\lambda \Delta) \frac{\lambda^m \Delta^n}{m!} e^m,
\]

Finally, the Mth order approximation (18) of the transition density is further approximated by the following double summation

\[
p_{m,n}(\Delta, x|x_0; \theta) := \left( \frac{1}{\sqrt{\Delta}} \right)^d \det D(x_0) \sum_{m=0}^{M} \sum_{n=0}^{N} \exp(-\lambda \Delta) \frac{\lambda^m \Delta^n}{m!} e^m \cdot T_{m,n}(\Delta, x|x_0).
\]

Theoretical discussions related to the validity of these approximations are provided in Li and Chen (2016). In what follows, we will concentrate on the explicit calculation of \( T_{m,n}(y) \) in Sections 3.2 and 3.3, an application of the density expansion in maximum-likelihood estimation in Section 3.4, and numerical examples in Section 4.

### 3.2. Calculation of the leading term \( T_{0,n}(y) \)

It is obvious that the leading term of pathwise expansion (16) is given by \( T_0(y) = \delta(Y_0(\Delta) - y) \). We note that

\[
T_0(y) = \mathbb{E}[\delta(Y_0(\Delta) - y) | N(\Delta) = n]
\]

is essentially a conditional density of \( Y_0 \). By plugging (14) in (24) and conditioning on the jump component \( J(\Delta) = \sum_{i=1}^{n} Z_i \), we obtain

\[
T_0(y) = \mathbb{E}[\delta(Y_0(\Delta) - y) | N(\Delta) = n] = \mathbb{E}[\delta(Y_0(\Delta) - y) | N(\Delta) = n]
\]

where \( \Phi(x) \) is the correlation matrix of Brownian motion (15), i.e.,

\[
\Phi(x) := \text{corr}(B(t), B(t)) = D(x_0) \sigma(x_0) \sigma(x_0)^T D(x_0)
\]

and \( \phi(y) \) denotes the probability density of a normal distribution with zero mean and covariance matrix \( C \), i.e.,

\[
\phi(y) := \frac{1}{(2\pi)^{d/2} \det(C)^{1/2}} \exp\left(-\frac{1}{2} y^T C^{-1} y \right).
\]

The explicit calculation of (25) under the assumptions of Jump-Size Distributions 1 and 2 will be illustrated in Appendix A.

### 3.3. Calculation of high-order terms \( T_{m,n}(y) \) for \( m \geq 1 \)

#### 3.3.1. High-order pathwise expansion in (7)

We propose an iterative algorithm for obtaining any arbitrary order of expansion (7). Assume the following expansions according to \( \epsilon \)

\[
b(X^\epsilon(t)) := \sum_{m=0}^{M} b_m(t) \epsilon^m + O(\epsilon^{M+1}), \quad \text{(28a)}
\]

\[
\sigma(X^\epsilon(t)) := \sum_{m=0}^{M} \sigma_m(t) \epsilon^m + O(\epsilon^{M+1}), \quad \text{(28b)}
\]

where elementwise forms of the correction terms are given by

\[
b_m(t) = (b_{m,1}(t), b_{m,2}(t), \ldots, b_{m,d}(t))^T \quad \text{and}
\]

\[
\sigma_m(t) = (\sigma_{m,(k,r)}(t))_{d \times d, \text{ for any } m = 0, 1, 2, \ldots, M}.
\]

Thus, for any \( k = 1, 2, \ldots, d, r = 1, 2, \ldots, d \), differentiation of composite functions \( b_k(X^*(t)) \) and \( \sigma_k(X^*(t)) \) with respect to \( \epsilon \) yields that

\[
b_{k,\ell}(t) = \frac{1}{\epsilon} \frac{\partial^{(m)} b_k(X^*(t))}{\partial \epsilon^m} \bigg|_{\epsilon=0}
\]

\[
\sigma_{k,\ell}(t) = \frac{1}{\epsilon} \frac{\partial^{(m)} \sigma_k(X^*(t))}{\partial \epsilon^m} \bigg|_{\epsilon=0}
\]

where the index set \( s_m \) is defined by

\[
s_m := \{(\ell, j_1, \ell, j_2, \ldots, j_\ell) \mid \ell \geq 1, 2, \ldots, j_1, j_2, \ldots, j_\ell \geq 1 \quad \text{and} \quad j_1 + j_2 + \cdots + j_\ell = m \},
\]

\[
\mathbf{r}(\ell) = (r_1, r_2, \ldots, r_\ell) \quad \text{with} \quad r_1, r_2, \ldots, r_\ell \in \{1, 2, \ldots, d\}.
\]

We note that formulas (28a) and (28b) follow from the classical differential calculus.

After plugging expansions (7), (28a) and (28b) in (5), a comparison of the coefficients of \( \epsilon^m \), for \( m \geq 2 \), in both sides of Eq. (5) results in

\[
dx_m(t) = b_{m-1}(t) dt + \sigma_{m-1}(t) \circ dW(t), \quad \text{for } m \geq 2.
\]

According to the fact that

\[
X^*(0) = \sum_{m=0}^{M} X_m(0) \epsilon^m + O(\epsilon^{M+1}) \equiv X_0,
\]

a comparison of the coefficients of each order yields that

\[
X_0(0) = x_0 \quad \text{and} \quad X_m(0) = 0, \quad \text{for all } m \geq 1.
\]

Thus, we obtain that

\[
x_m(t) = \int_0^t b_{m-1}(s) ds + \int_0^t \sigma_{m-1}(s) \circ dW(s), \quad \text{for } m \geq 2.
\]

According to (29a) and (29b), all expressions involved on the right-hand side of (32) contain expansion terms of \( X(t) \) with orders at most \( m - 1 \). Therefore, iterative applications of (32) result in explicit form of \( X_m(t) \) for any \( m \geq 2 \) via iterated Stratonovich integrals defined as follows.

For an arbitrary index \( i = (i_1, i_2, \ldots, i_d) \) with \( i_1, i_2, \ldots, i_d \in \{0, 1, 2, \ldots, d\} \) and an \( d \)-dimensional stochastic process \( f = (f_1(t), f_2(t), \ldots, f_d(t)) \), we introduce an iterated Stratonovich integral

\[
S_i(t) := \int_0^t f_1(t_1) \circ dW_{i_1}(t_1) \cdots \int_0^{t_{i_1-1}} f_2(t_1) \circ dW_{i_2}(t_1) \cdots \int_0^{t_{i_1-1}} f_d(t_1) \circ dW_{i_d}(t_1),
\]

which is iteratively defined from inside to outside according to the definition of Stratonovich integrals (see e.g., Section 3.3 in Karatzas and Shreve (1991)). Here, we let \( W_0(t) = t \). From iteration (32), it is evident that the correction term \( X_{2,1}(t) \) can be expressed by iterations and multiplications of Stratonovich integrals. The integrands involve step function (2) created by
jump arrivals. Without loss of generality and for the purpose of illustration, we provide the first three closed-form pathwise expansion terms of a one-dimensional jump–diffusion driven by a one-dimensional Brownian motion (\(d = 1\) in the general setting (1)). In the following examples, we denote by \(W(t)\) the driving one-dimensional Brownian motion. The first order (8) can be rewritten using iterated Stratonovich integrals as
\[
X_1(t) = b(x_0)S_{0,1}(t) + \sigma(x_0)S_{1,1}(t) + J(t). \tag{34}
\]
For simplicity, denote by
\[
b^{(k)}(x) = \frac{\partial^k b(x)}{\partial x^k} \quad \text{and} \quad \sigma^{(k)}(x) = \frac{\partial^k \sigma(x)}{\partial x^k},
\]
for integer \(k \geq 1\). According to iteration (32), the second order term satisfies
\[
X_2(t) = b^{(1)}(x_0) \int_0^t X_1(s) \, ds + \sigma^{(1)}(x_0) \int_0^t X_1(s) \circ dW(s). \tag{35}
\]
By plugging (34) in (35), \(X_2(t)\) can be written as a linear combination of iterated Stratonovich integrals
\[
X_2(t) = b^{(1)}(x_0) b(x_0)S_{0,0}(0,1)(t) + b^{(1)}(x_0) \sigma(x_0)S_{0,1,1}(1,1,1)(t)
+ \sigma^{(1)}(x_0) b(x_0)S_{1,0,1}(1,0,1)(t)
+ \sigma^{(1)}(x_0) \sigma(x_0)S_{1,1,1}(1,1,1)(t)
+ b^{(1)}(x_0)S_{0,0,1}(0,0,1)(t) + \sigma^{(1)}(x_0)S_{1,0,1}(1,0,1). \tag{36}
\]
Similarly, the third order satisfies
\[
X_3(t) = b^{(1)}(x_0) \int_0^t X_2(s) \, ds + \frac{1}{2} b^{(2)}(x_0) \int_0^t X_1(s)^2 \, ds
+ \sigma^{(1)}(x_0) \int_0^t X_1(s) \circ dW(s)
+ \frac{1}{2} \sigma^{(2)}(x_0) \int_0^t X_1(s)^2 \circ dW(s). \tag{37}
\]
Employing (34), we observe that
\[
X_1(t)^2 = b(x_0)^2S_{0,0,0}(0,0,0)(t)^2 + 2b(x_0)\sigma(x_0)S_{0,0,1}(0,0,1)(t)S_{1,1,1}(1,1,1)(t)
+ \sigma(x_0)^2S_{1,1,1}(1,1,1)(t)^2 + 2b(x_0)J(t)S_{0,0,1}(0,0,1)(t)
+ 2\sigma(x_0)J(t)S_{1,0,1}(1,0,1)(t) + J^2(t). \tag{38}
\]

3.3.2. Calculation of \(T_{m,n}(y)\) for \(m \geq 1\)

Similar to expressions (29a) and (29b), the \(m\)th order correction term for expansion (16) follows from differentiating the composite function \(\Phi(Y^*(\Delta) - Y)\), that is
\[
\Phi_m(y) = \sum_{(\mathbf{r} \in \mathcal{R}_0, \mathbf{r} \in \mathcal{R}_0)} \frac{1}{\ell!} \left(\frac{1}{\sqrt{\Delta}}\right)^\ell \prod_{i=1}^\ell D_{1,\mathbf{r}_i}(x_0)
\times \frac{\partial^{\ell} \phi_\mathbf{r}_i(\Delta - y)}{\partial x_{r_1} \partial x_{r_2} \cdots \partial x_{r_\ell}} \prod_{i=1}^{\ell} X_{j+1,n}(\Delta). \tag{39}
\]
Our goal is to explicitly calculate (19).

Denote by \(\mathbf{j}(\ell)\) the filtration generated by the jump process, i.e., \(\mathbf{j}(\ell) = (\sigma, s \leq \ell)\). For \(\mathbf{j}(\ell) = (j_1, j_2, \ldots, j_\ell)\) and \(\mathbf{r}(\ell) = (r_1, r_2, \ldots, r_\ell)\), we define
\[
P_{n,!(j_1, j_2, \ldots, j_\ell)}(w)
:= \mathbb{E} \left( \prod_{i=1}^\ell X_{j_{i}+1, r_i}(\Delta) \right) W(\Delta) = w, N(\Delta) = n, \mathbf{j}(\Delta) \quad \text{and} \quad \mathbf{r}(\ell) \tag{40}
\]
which will be calculated in the following sections as a polynomial in \(w\) with coefficients involving polynomials of the jump arrival times \(t_1, t_2, \ldots, t_n\) as well as jump amplitudes \(Z_1, Z_2, \ldots, Z_n\). To systematically express some derivatives involved in our expansion terms, we introduce the following differential operator
\[
\mathcal{D}_u(z) := \frac{\partial u(z)}{\partial z} - u(z)(\Sigma(x_0)^{-1}z), \tag{41}
\]
for any index \(i \in \{1, 2, \ldots, d\}\) and differentiable function \(u(z)\) with \(z \in \mathbb{R}^d\), where \((\Sigma(x_0)^{-1}z)\) denotes the \(i\)th element of the vector \(\Sigma(x_0)^{-1}z\).

We propose the following theorem for explicitly calculating \(T_{m,n}(y)\).

**Theorem 1.** For any integer \(m \geq 1\), the correction term \(T_{m,n}(y)\) in (19) admits the following explicit expression:
\[
T_{m,n}(y) = \sum_{(\ell, j_1, j_2, \ldots, j_\ell) \in \mathcal{R}_0} \frac{1}{\ell!} \left(\frac{1}{\sqrt{\Delta}}\right)^\ell \prod_{i=1}^\ell D_{1,\mathbf{r}_i}(x_0)
\times \mathbb{E} \left[ F_{n,!(j_1, j_2, \ldots, j_\ell)} \left( y - \frac{D(x_0)}{\sqrt{\Delta}} (b(x_0)\Delta + J(\Delta)) \right) \right] N(\Delta) = n \]. \tag{42}
\]
where \(F_{n,!(j_1, j_2, \ldots, j_\ell)}(z)\) is a polynomial explicitly calculated from
\[
F_{n,!(j_1, j_2, \ldots, j_\ell)}(z) := \mathcal{D}_1 \left( \mathcal{D}_2 \left( \cdots \mathcal{D}_\ell \left( P_{n,!(j_1, j_2, \ldots, j_\ell)}(\ell)(\sigma(x_0)^{-1} \times (D(x_0)^{-1}/\sqrt{\Delta}) \cdots \right) \right) \right) \phi(z) \tag{43}
\]
with coefficients involving polynomials of the jump arrival times \(t_1, t_2, \ldots, t_n\) as well as jump amplitudes \(Z_1, Z_2, \ldots, Z_n\). Here, \(s_m\) and \(\phi(z)\) are defined in (30) and (27), respectively.

**Proof.** See Appendix B. □

This theorem provides a convenient expression for calculating the closed-form formula for \(T_{m,n}(y)\). For illustration, we provide two examples under the aforementioned one-dimensional \((d = 1)\) case. For example, \(T_{1,1}(y)\) admits the following expression:
\[
T_{1,1}(y) = \frac{D(x_0)}{\sqrt{\Delta}} \times \mathbb{E} \left[ F_{1,!(1,1)} \left( y - \frac{D(x_0)}{\sqrt{\Delta}} (b(x_0)\Delta + J(\Delta)) \right) \right] N(\Delta) = 1 \]. \tag{44}
\]
where
\[
F_{1,!(1,1)}(z) := \mathcal{D} \left( P_{1,!(1,1)}(\sqrt{\Delta}z) \right) \phi(z) \tag{45}
\]
and
\[
P_{1,!(1,1)}(w) := \mathbb{E} \left( X_{2}(\Delta)W(\Delta) = w, N(\Delta) = 1, \mathbf{j}(\Delta) \right) \quad \text{as well as} \quad \mathbf{r}(\ell) = (r_1, r_2, \ldots, r_\ell) \tag{46}
\]
for any differentiable function \(w\); as a special case of (27), \(\phi(z) = e^{-1/2z^2}/\sqrt{2\pi}\) is the p.d.f. of the standard normal distribution. Similarly, we have
\[
T_{2,2}(y) = \frac{D(x_0)}{\sqrt{\Delta}} \mathbb{E} \left( F_{2,!(2,1)}(\sqrt{\Delta}z) \right) \left( y - \frac{D(x_0)}{\sqrt{\Delta}} (b(x_0)\Delta + J(\Delta)) \right) N(\Delta) = 2 \quad \text{and} \tag{47}
\]
\[
P_{2,!(2,1)}(w) := \mathbb{E} \left( X_{2}(\Delta)W(\Delta) = w, N(\Delta) = 1, \mathbf{j}(\Delta) \right) \left( y - \frac{D(x_0)}{\sqrt{\Delta}} (b(x_0)\Delta + J(\Delta)) \right) N(\Delta) = 2 \].
where
\[ F_{2,(1,2),1}(z) = \mathcal{D} \left( P_{2,(1,2),1}(\sqrt{\Delta z}) \phi(z) \right), \quad \text{and} \]
\[ F_{2,(1,2),1}(z) = \mathcal{D} \left( P_{2,(1,2),1}(\sqrt{\Delta z}) \phi(z) \right), \quad \text{and} \]
and
\[ P_{2,(1,2),1}(w) = \mathbb{E} \left( X_2(\Delta) | W(\Delta) = w, N(\Delta) = 2, \mathcal{F}(\Delta) \right), \quad (47a) \]
\[ P_{2,(2,1),1}(w) = \mathbb{E} \left( X_2(\Delta) | W(\Delta) = w, N(\Delta) = 2, \mathcal{F}(\Delta) \right) \quad (47b) \]
as well as \( J(t) = Z_1I_{[1,T]}(t) + (Z_1 + Z_2) I_{[T_2,T]}(t) \).

To obtain closed-form formulas, we will provide technical details on calculating conditional expectation (40) and jump-component-related expectation (42) in Appendices C and D, respectively.

3.4. An application in maximum-likelihood estimation (MLE)

Since the expansion of transition density proposed in (23) provides an approximation for the true but unknown transition density (3), it is natural to employ it in constructing an approximation for likelihood functions. Thus, following the idea of Aït-Sahalia (1999, 2002a, 2008), we propose a method of approximate maximum-likelihood estimation (MLE) in what follows. Based on the discrete observations of the jump–diffusion \( X \) defined in (1) at time grids \( \{ \Delta, 2\Delta, \ldots, n\Delta \} \) for some integer \( n \), which correspond to the daily, weekly or monthly monitoring frequency, etc., the likelihood function is constructed as
\[ l_n(\theta) = \prod_{i=1}^{n} p(\Delta t, X(i\Delta)|X((i-1)\Delta); \theta) \quad (48) \]
where \( p \) is the transition density defined in (3). Assuming success in identification, the true MLE \( \hat{\theta}_n \) is obtained by identifying the maximizer in \( \theta \in \Theta \) for function (48), i.e.,
\[ \hat{\theta}_n = \arg \max_{\theta \in \Theta} l_n(\theta). \quad (49) \]

By analogy, we introduce the \((M, N)\)th order approximate likelihood function as
\[ l_{n}^{(M,N)}(\theta) = \prod_{i=1}^{n} p_{M,N}(\Delta t, X(i\Delta)|X((i-1)\Delta); \theta) \quad (50) \]
where \( p_{M,N} \) is the density approximation defined in (23). Thus, the approximate MLE \( \hat{\theta}_{n}^{(M,N)} \) is obtained by identifying the maximizer in \( \theta \in \Theta \) for function (50), i.e.,
\[ \hat{\theta}_{n}^{(M,N)} = \arg \max_{\theta \in \Theta} l_{n}^{(M,N)}(\theta). \quad (51) \]

We employ \( \hat{\theta}_{n}^{(M,N)} \) as an approximation of \( \hat{\theta}_n \), in particular, when the likelihood function \( l_n(\theta) \) is not easy to calculate. We demonstrate the numerical performance of this method through Monte Carlo simulation in Section 4. Theoretical discussions related to asymptotic properties of these estimators are provided in Li and Chen (2016).

4. Numerical performance and simulation results for MLE

Since general jump–diffusion models are rarely analytically tractable, we begin by employing an arithmetic Brownian motion (ABM) with jump component-related expectation (42) in Appendices C and D, explicitly known characteristic functions to demonstrate the performance of our method. To provide benchmarks for testing the accuracy of our density expansion, we truncate the infinite-series transition density for the former example and evaluate the true transition densities by Fourier transform inversion for the latter three examples. For all these examples, the expansion formulas are calculated from our general method discussed in the previous sections. For the purpose of illustration, we provide the first several expansion terms of these examples in Li and Chen (2016). All such formulas and those with higher orders are documented in the form of Mathematica notebook, which will be provided upon request. The corresponding likelihood expansions will be further used in Monte Carlo analysis for approximate MLE in Section 4.2.

The arithmetic Brownian motion with jump process (ABMJ hereafter) is specified as follows.

Model 1. The ABMJ model:
\[ dX(t) = \mu dt + \sigma dW(t) + d \left( \sum_{n=0}^{N(t)} Z_n \right), \]
where \( \{(W(t))\} \) is a standard one-dimensional Brownian motion and the jump size has a normal distribution according to Jump-Size Distribution 1, i.e., \( Z_n \sim \mathcal{N} (\alpha, \beta^2) \).

It is straightforward to obtain its transition density as the following infinite series
\[ p(X(\Delta) \in dx | X(0) = x_0) = \sum_{n=0}^{\infty} \frac{1}{\sigma^2 \Delta + n \beta^2} \phi \left( \frac{x - x_0 - \mu \Delta - n \alpha}{\sigma \sqrt{\Delta + n \beta^2}} \right) \frac{(\lambda \Delta)^n}{n!} e^{-\lambda \Delta} dx, \]
where \( \phi \) is the probability density function of a standard normal variable, i.e., \( \phi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \). In the numerical experiments, we will employ a set of parameters similar to that in Yu (2007), i.e., \( \mu = 0.2, \sigma = 0.3, \lambda = 0.33, \alpha = 0 \) and \( \beta = 0.2 \).

The mean-reverting Ornstein–Uhlenbeck with jump process (MROUJ hereafter) is specified as follows.

Model 2. The MROUJ model:
\[ dX(t) = \kappa (\theta - X(t)) dt + \sigma dW(t) + d \left( \sum_{n=0}^{N(t)} Z_n \right), \]
where \( \{(W(t))\} \) is a standard one-dimensional Brownian motion and the jump size has a normal distribution according to Jump-Size Distribution 1, i.e., \( Z_n \sim \mathcal{N} (\alpha, \beta^2) \).

Following standard methods (see, e.g., Chapter 5 in Singleton (2006)), the characteristic function of \( X(t) \) can be written as
\[ \phi(t; \omega) = \mathbb{E} (e^{i\omega X(t)} | X(0) = x_0) = \exp(A(t; \omega) + x_0 B(t; \omega)), \]
with \( i = \sqrt{-1} \),
\[ A(t; \omega) = i\omega \theta \left( 1 - e^{-\kappa t} \right) + \frac{\omega^2 \sigma^2}{4 \kappa} \exp(-2\kappa t) - \frac{\lambda t}{2 \kappa} + \frac{\lambda}{2 \kappa} \int_0^t \exp \left( i \omega x - \frac{1}{2} \omega^2 \beta^2 e^{-2\kappa s} \right) ds, \]
and \( B(t; \omega) = i\omega \exp(-\kappa t) \). In the numerical experiments, we will employ a set of parameters similar to that in Yu (2007), i.e., \( \kappa = 0.5, \theta = 0, \sigma = 0.2, \lambda = 0.33, \alpha = 0 \) and \( \beta = 0.28 \).

The square root diffusion with jump process (QRJ hereafter) is specified as follows.
**Model 3.** The SQRJ model:

\[dX(t) = \kappa(\theta - X(t))dt + \sigma \sqrt{X(t)}dW(t) + d\left(\sum_{n=0}^{N(t)} Z_n\right),\]

where \((W(t))\) is a standard one-dimensional Brownian motion and the jump size has i.i.d. exponential distribution with parameter \(\gamma\) according to Jump-Size Distribution 2, i.e., \(Z_n \sim \exp(\gamma)\).

This model is well known as the basic affine jump–diffusion model (BAJD), which generalizes the celebrated Cox–Ingersoll–Ross (CIR) model; see, e.g., its application for modeling credit default intensity in Duffie and Gârleanu (2001). Similar to the previous example, the characteristic function of SQRJ can be written as

\[\phi(t; \omega) = \mathbb{E}\left(e^{i\omega X(t)}|X(0) = x_0\right) = \exp(A(t; \omega) + x_0B(t; \omega)),\]

with \(i = \sqrt{-1}\),

where

\[A(t; \omega) = -\frac{2\kappa \theta}{\sigma^2} \times \log\left(\frac{\kappa - \frac{1}{2}i\omega \sigma^2 (1 - e^{-\kappa t})}{\kappa}\right)\]

\[+ \frac{2\lambda}{2\kappa - \alpha \gamma} \times \log\left(\frac{\kappa - \frac{1}{2}i\omega \sigma^2 + i\omega \left(\frac{\alpha^2}{\kappa} - \frac{\kappa}{\gamma}\right) e^{-\kappa t}}{\kappa - \frac{i\omega}{\gamma}}\right),\]

and

\[B(t; \omega) = -\frac{i\omega \kappa e^{-\kappa t}}{\kappa - \frac{1}{2}i\omega \sigma^2 (1 - e^{-\kappa t})}.\]

In the numerical experiments, we will employ a set of parameters similar to that in Duffie and Gârleanu (2001), i.e., \(\kappa = 0.6, \theta = 0.02, \sigma = 0.141, \lambda = 0.2\) and \(\gamma = 10\).

A bivariate mean-reverting Ornstein–Uhlenbeck with jump model (BMROUJ hereafter) is specified as

**Model 4.** The BMROUJ model:

\[d\begin{pmatrix} X_1(t) \\ X_2(t) \end{pmatrix} = \begin{pmatrix} \kappa_{11} & 0 \\ \kappa_{21} & \kappa_{22} \end{pmatrix} \begin{pmatrix} \theta_1 - X_1(t) \\ \theta_2 - X_2(t) \end{pmatrix} dt + d\begin{pmatrix} W_1(t) \\ W_2(t) \end{pmatrix}\]

\[+ d\left(\sum_{n=1}^{N_{1,n}} Z_{n,1} + \sum_{n=1}^{N_{2,n}} Z_{n,2}\right),\]

where \(((W_1(t), W_2(t)))\) is a standard two-dimensional Brownian motion and the jump size has a bivariate normal distribution according to Jump-Size Distribution 1, i.e.,

\[\begin{pmatrix} Z_{n,1} \\ Z_{n,2} \end{pmatrix} \sim \mathcal{N}\left(\begin{pmatrix} \alpha_1 \\ \alpha_2 \end{pmatrix}, \begin{pmatrix} \beta_1^2 & 0 \\ 0 & \beta_2^2 \end{pmatrix}\right).\]

This model is an example of the multidimensional affine jump–diffusion model proposed in Duffie et al. (2000). Similarly to the previous examples, the characteristic function is obtained as

\[\phi(t; \omega_1, \omega_2) = \mathbb{E}\left(e^{i\omega_1 X_1(t) + i\omega_2 X_2(t)}|X(0) = (x_{0,1}, x_{0,2})\right) = \exp(A(t; \omega_1, \omega_2) + B_1(t; \omega_1, \omega_2) x_{0,1} + B_2(t; \omega_1, \omega_2) x_{0,2}),\]

with \(i = \sqrt{-1}\).

Here, we have

\[A(t; \omega_1, \omega_2) = \frac{i\omega_1 \kappa_{11} \theta_1 (1 - e^{-\kappa_{11} t})}{\kappa_{11}} - \frac{i\omega_1^2 (1 - e^{-2\kappa_{11} t})}{4\kappa_{11}}\]

\[+ \frac{i\kappa_{21} \theta_1 + \kappa_{22} \theta_2}{\kappa_{22} - \kappa_{11}}\left(\frac{\omega_1 \kappa_{21} (1 - e^{-\kappa_{11} t})}{\kappa_{11}} - \frac{\omega_2 (\kappa_{22} - \kappa_{11}) (1 - e^{-\kappa_{11} t})}{\kappa_{11}}\right),\]

\[B_1(t; \omega_1, \omega_2) = \frac{\omega_1 \kappa_{11} \theta_1 (1 - e^{-\kappa_{11} t})}{\kappa_{11}} - \frac{1}{2\kappa_{11} - \alpha \beta_1^2} \left(\frac{\omega_1 \kappa_{21} + \omega_2 (\kappa_{22} - \kappa_{11})}{\kappa_{11}} (1 - e^{-\kappa_{11} t}) - \frac{\kappa_{22} (\omega_1 \kappa_{21} + \omega_2 (\kappa_{22} - \kappa_{11})) (1 - e^{-\kappa_{11} t})}{\kappa_{11}}\right),\]

\[B_2(t; \omega_1, \omega_2) = \frac{\omega_1 \kappa_{11} \theta_2 (1 - e^{-\kappa_{11} t})}{\kappa_{11}} - \frac{1}{2\kappa_{11} - \alpha \beta_2^2} \left(\frac{\omega_1 \kappa_{21} + \omega_2 (\kappa_{22} - \kappa_{11})}{\kappa_{11}} (1 - e^{-\kappa_{11} t}) - \frac{\kappa_{22} (\omega_1 \kappa_{21} + \omega_2 (\kappa_{22} - \kappa_{11})) (1 - e^{-\kappa_{11} t})}{\kappa_{11}}\right),\]

\[and \quad c_1(\omega_1, \omega_2) = \frac{\omega_1^2 (\kappa_{11} \theta_1^2 - 2\kappa_{11} \theta_1 \theta_2 + \kappa_{22} \theta_1^2 + 2\kappa_{22} \theta_1 \theta_2 + \theta_2^2)}{(\kappa_{1} - \kappa_{11})^{-2} / 2},\]

\[c_2(\omega_1, \omega_2) = \frac{\omega_1 \omega_2 (\kappa_{11} \theta_1 + \theta_2 (\kappa_{22} - \kappa_{11})) (\kappa_{22} - \kappa_{11})^{-2} / 2,\]

\[c_3(\omega_1, \omega_2) = \omega_1^2 \theta_1 \theta_2, \quad c_4(\omega_1, \omega_2) = -\omega_1 \theta_1 \theta_2 (\kappa_{22} - \kappa_{11})^{-2}, \quad c_5(\omega_1, \omega_2) = \omega_1 \theta_1 \theta_2 (\kappa_{22} - \kappa_{11}^{-2}).\]

In the numerical experiments, we will employ a set of parameters in partial agreement with those employed for the bivariate Ornstein–Uhlenbeck model studied in Cheridito et al. (2007), i.e., \(\kappa_{11} = 0.1570, \kappa_{21} = 0.3279, \kappa_{22} = 2.2883, \theta_1 = \theta_2 = 0, \lambda = 9, \alpha_1 = 0.2, \alpha_2 = 0.1, \beta_1 = 0.3, \beta_2 = 0.5.\)

Given the explicit-form characteristic functions, we obtain the density functions via numerical inversion of Fourier transform. We choose a widely used algorithm proposed in Abate and Whitt (1992) to accomplish this goal. Without loss of generality, we employ MROUJ Model 2 as an example to briefly outline the algorithm. According to Abate and Whitt (1992), the transition density function can be obtained by

\[P(X(\Delta) \in dx) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-\frac{x^2}{4\Delta}} \phi(\Delta; \omega) d\omega = \frac{1}{\pi} \int_{0}^{\infty} \cos x\omega \Re(\phi(\Delta; \omega)) + \sin x\omega \Im(\phi(\Delta; \omega)) d\omega.\]

Thus, an efficient approximation for this density function is given by the following Euler summation

\[E(m, n, x) = \sum_{k=1}^{m} \binom{m}{k} 2^{-m} s_{n+k}(x),\]

where the truncated series is defined by

\[s_n(x) := \frac{h}{2\pi} + \frac{h}{\pi} \sum_{k=1}^{n} [\Re(\phi(\Delta; kh) \cos khx + \Im(\phi(\Delta; kh) \sin khx).\]

**4.1 Accuracy of the density expansion**

For the sampling increment \(\Delta\), we denote by \(e_{M,N}(\Delta, x|\theta) := p_{M,N}(\Delta, x|\theta) - p(\Delta, x|\theta)\)
the error of the \((M, N)\)th order approximation, that is (23). To
demonstrate the overall accuracy of our expansion, we consider
the maximum relative error \(\max_{x \in \mathcal{D}} |e_{M,N}(\Delta, x; x_0; \theta)/p(\Delta, x; x_0; \theta)|\) over a region \(\mathcal{D}\), which is several standard deviations around
the mean of the forward position (i.e., \(E(X(\Delta)|X(0) = x_0)\)).
Without loss of generality, for the ABMJ, MROUJ, and BMROUJ
models, the initial positions \(x_0\) are chosen as 0, 0, and \((0, 0)\),
respectively; for the SQRJ model, \(x_0\) is chosen as 1.5 in order to
keep it away from 0, the boundary of this jump–diffusion process.
Considering monthly, weekly, and daily monitoring frequencies
(\(\Delta = 1/12, 1/52, 1/252\)), we plot the maximum relative errors
of different orders \(M = 0, 1, 2, 3\) with fixed \(N = 3\) for the MROUJ,
SQRJ, and BMROUJ models in Fig. 1 and plot the maximum relative
errors of different orders \(N = 0, 1, 2, 3\) with fixed \(M = 3\) for the
ABMJ, MROUJ, and BMROUJ models in Fig. 2. It is evident that the
approximation errors tend to decrease as more correction terms
are included (\(M\) and/or \(N\) increase).

In Figs. 3–5, we plot approximation errors of the density
expansion in detail for the ABMJ, MROUJ, and SQRJ models,
respectively. In Fig. 6, we plot the contours of the errors of the
density expansion for the BMROUJ model. Using the ABMJ model,
Fig. 3 demonstrates the correction effect resulting from increasing
the order \(N\) in the approximation (23). By comparing Figs. 4(a) and
4(c), Figs. 5(a) and 5(c), Figs. 6(a) and 6(c), it is easy to observe the
correction effects resulting from increasing the order \(M\). Similarly,
by comparing Figs. 4(b) and 4(c), Figs. 5(b) and 5(c), Figs. 6(b)
and 6(c), it is easy to observe the correction effects resulting from
increasing the order \(N\).

4.2. Monte Carlo simulation evidence

In this section, we conduct Monte Carlo simulations to
demonstrate the performance of the approximate maximum-
likelihood estimation method proposed in Section 3.4. For the
purpose of illustration, we begin by investigating the four models discussed in the previous section. We employ exact simulation methods (according to the true transition distribution) to generate the sample paths of the jump–diffusion models, see, e.g., the methods discussed in Chapter 3 of Glasserman (2004) and an alternative efficient method proposed in Giesecke and Smelov (2013). In our experiments, true parameters are set as those employed in Section 4.1. In these and subsequent experiments, the total number of simulation trials is set as 1000 and the total number of observations on each sample path is set as $n = 1000$ for each model; we consider three typical choices of the monitoring increment: $\Delta = 1/252$ (daily), $\Delta = 1/52$ (weekly), and $\Delta = 1/12$ (monthly). As seen from the Monte Carlo simulation results in Tables 1–4, we report the mean and standard deviation of the discrepancy between the true MLE and the true parameter value, $\hat{\theta}_n - \theta_{\text{true}}$, and the discrepancy between the approximate MLE and the true MLE, $\hat{\theta}_n^{(M,N)} - \hat{\theta}_n$. For Model 1 as shown in Table 1, our choices of the orders are $(M, N) = (0, 1)$ and $(0, 3)$, since the simplicity of this model renders zero correction terms as $M$ increases to $M > 0$. For the other three models as shown in Tables 2–4, our choices of the orders are $(M, N) = (1, 3)$, $(3, 1)$, and $(3, 3)$, for illustrating the effect of changing $M$ and $N$.

We further demonstrate the practical applicability of our method by employing a CEV stochastic volatility with concurrent jump (CEV-SVCJ) model specified as follows.

---

Fig. 4. Errors of density approximation for the Mean-reverting Ornstein–Uhlenbeck with Jump (MROUJ) Model, i.e. $e_{M,N}(\Delta, x|0; \theta)$, for $(M, N) = (1, 3), (3, 1), (3, 3)$ and $\Delta = 1/52$.

Fig. 5. Errors of density approximation for Square Root Diffusion with Jump (SQRJ) Model, i.e. $e_{M,N}(\Delta, x|0; \theta)$, for $(M, N) = (1, 3), (3, 1), (3, 3)$ and $\Delta = 1/52$.

Fig. 6. Errors of density approximation for Bivariate Mean-reverting Ornstein–Uhlenbeck with Jump (BMROUJ) Model, i.e. $e_{M,N}(\Delta, x|0; \theta)$, for $(M, N) = (1, 3), (3, 1), (3, 3)$ and $\Delta = 1/52$.

---

2 We thank Kay Giesecke for generously providing the code, which was directly applied in our simulation studies.
Model 5. The CEV-SVJ model:

\[
d\left(\begin{array}{c}
X_1(t) \\
X_2(t)
\end{array}\right) = \left(\begin{array}{cc}
\mu - \frac{1}{\kappa} X_2(t) \\
\sigma \rho X_2(t)^{\alpha - 1/2}
\end{array}\right) dt + \left(\begin{array}{cc}
\sqrt{\sigma} X_2(t)^{\alpha} & 0 \\
0 & \sqrt{1 - \rho^2} X_2(t)^{\alpha}
\end{array}\right) d\left(\begin{array}{c}
W_1(t) \\
W_2(t)
\end{array}\right) + d\left(\sum_{n=1}^{N(t)} Z_{n,1} \right) + d\left(\sum_{n=1}^{N(t)} Z_{n,2}\right),
\]

where \((W_1(t), W_2(t))\) is a standard two-dimensional Brownian motion. According to Duffie et al. (2000), we assume that the jump size in variance \(Z_{n,2}\) has an exponential with parameter \(\gamma_2\). Conditional on a jump realization \(Z_{n,2}\), the jump size in \(X_1(t)\) is normally distributed according to the conditional distribution \(Z_{n,1} | Z_{n,2} \sim N(\mu_1 + \rho Z_{n,2}, \sigma_1^2)\).

This model generalizes the affine SVJ model investigated in Duffie et al. (2000) by allowing nonaffine specifications and extends the CEV stochastic volatility model investigated in Aït-Sahalia and Kimmel (2007) by adding jumps. As suggested by Duffie et al. (2000), \(X_1(t)\) can be used to model asset return; accordingly, \(X_2(t)\) can be used to model its stochastic variance. Without loss of generality, we employ two parameter sets in the Monte Carlo simulations. Corresponding to the affine SVJ model, the first parameter set is given by \(\mu = 0.03, \kappa = 3, \theta = 0.1, \alpha = 0.25, \rho = 0.5, \sigma = -0.8, \lambda = 0.47, \mu_1 = -0.10, \sigma_1 = 0.0001, \rho_1 = -0.38, \text{ and } \gamma_2 = 20\). As a nonaffine case, the second parameter set is given by \(\mu = 0.03, \kappa = 4, \theta = 0.05, \alpha = 0.75, \rho = 0.8, \sigma = -0.75, \lambda = 0.47, \mu_1 = -0.10, \sigma_1 = 0.0001, \rho_1 = -0.38, \text{ and } \gamma_2 = 20\). These parameter sets are in partial agreement with the estimated parameters from Aït-Sahalia and Kimmel (2007) as well as the calibrated parameters.
Table 3

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Finite sample $\hat{\theta}<em>n - \hat{\theta}</em>{true}$</th>
<th>Finite sample $\hat{\theta}<em>n^{(1)} - \hat{\theta}</em>{true}$</th>
<th>Finite sample $\hat{\theta}<em>n^{(1,1)} - \hat{\theta}</em>{true}$</th>
<th>Finite sample $\hat{\theta}<em>n^{(1,3)} - \hat{\theta}</em>{true}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta = 1/252$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta = 1/52$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta = 1/12$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes. The number of simulation trials is set as 1000 and the number of observations on each path is $n = 1000$.

Table 4

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Finite sample $\hat{\theta}<em>n - \hat{\theta}</em>{true}$</th>
<th>Finite sample $\hat{\theta}<em>n^{(1)} - \hat{\theta}</em>{true}$</th>
<th>Finite sample $\hat{\theta}<em>n^{(1,1)} - \hat{\theta}</em>{true}$</th>
<th>Finite sample $\hat{\theta}<em>n^{(1,3)} - \hat{\theta}</em>{true}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta = 1/252$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta = 1/52$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta = 1/12$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes. The number of simulation trials is set as 1000 and the number of observations on each path is $n = 1000$.

from Duffie et al. (2000). We employ Euler discretizations to generate the sample paths of this model, see, for example, Chapter 6 of Glasserman (2004). In the numerical experiments exhibited in Tables 5 and 6, we report the mean and standard deviation of the discrepancy between the approximate MLE and the true parameter value, $\hat{\theta}_n^{(M,N)} - \hat{\theta}_{true}$, for $(M, N) = (1, 3), (3, 1)$, and $(3, 3)$. As shown from the numerical results in Tables 1-4, when the order of approximation increases, the approximate MLEs get closer to the exact (but usually incomputable) MLEs, and thus get closer to the true parameter, if the sample size $n$ is large enough. Thus, the approximate MLEs obtained by maximizing the approximate likelihood function approach the asymptotic efficiency of the true MLEs. This phenomenon agrees with the accuracy of our density expansion investigated in Section 5 of Li and Chen (2016) and reconciles our theoretical discussions on the asymptotic property of the approximate MLE in Section 6 of Li and Chen (2016). As shown in
Table 5
Monte Carlo Evidence for the Affine SJC Model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Finite sample</th>
<th>Finite sample</th>
<th>Finite sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\vartheta)</td>
<td>(\delta_{(1, 1)}^{M, N} - \theta_{(1, 1)}^{*, \text{true}})</td>
<td>(\delta_{(1, 1)}^{M, N} - \theta_{(1, 1)}^{*, \text{true}})</td>
<td>(\delta_{(1, 1)}^{M, N} - \theta_{(1, 1)}^{*, \text{true}})</td>
</tr>
<tr>
<td>Mean</td>
<td>Stdev</td>
<td>Mean</td>
<td>Stdev</td>
</tr>
<tr>
<td>(\Delta = 1/252)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\mu = 0.03)</td>
<td>0.000364</td>
<td>0.000706</td>
<td>-0.00156</td>
</tr>
<tr>
<td>(\kappa = 3)</td>
<td>0.124675</td>
<td>0.19034</td>
<td>0.03114</td>
</tr>
<tr>
<td>(\nu = 0.1)</td>
<td>0.000558</td>
<td>0.005378</td>
<td>0.001832</td>
</tr>
<tr>
<td>(\sigma = 0.25)</td>
<td>0.06401</td>
<td>0.28605</td>
<td>-0.000509</td>
</tr>
<tr>
<td>(\rho = -0.8)</td>
<td>0.003375</td>
<td>0.054602</td>
<td>0.018891</td>
</tr>
<tr>
<td>(\lambda = 0.47)</td>
<td>-0.001855</td>
<td>0.010300</td>
<td>0.005485</td>
</tr>
<tr>
<td>(\mu_1 = -0.10)</td>
<td>0.0000001</td>
<td>0.000000008</td>
<td>0.0042501</td>
</tr>
<tr>
<td>(\sigma_1 = 0.0001)</td>
<td>0.001835</td>
<td>0.001966</td>
<td>-0.000521</td>
</tr>
<tr>
<td>(\gamma_2 = 20)</td>
<td>0.149504</td>
<td>0.620797</td>
<td>0.139752</td>
</tr>
<tr>
<td>(\Delta = 1/52)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\mu = 0.03)</td>
<td>0.000295</td>
<td>0.000954</td>
<td>0.000115</td>
</tr>
<tr>
<td>(\kappa = 3)</td>
<td>0.124675</td>
<td>0.19034</td>
<td>0.03114</td>
</tr>
<tr>
<td>(\nu = 0.1)</td>
<td>0.000558</td>
<td>0.005378</td>
<td>0.001832</td>
</tr>
<tr>
<td>(\sigma = 0.25)</td>
<td>0.06401</td>
<td>0.28605</td>
<td>-0.000509</td>
</tr>
<tr>
<td>(\rho = -0.8)</td>
<td>0.003375</td>
<td>0.054602</td>
<td>0.018891</td>
</tr>
<tr>
<td>(\lambda = 0.47)</td>
<td>-0.001855</td>
<td>0.010300</td>
<td>0.005485</td>
</tr>
<tr>
<td>(\mu_1 = -0.10)</td>
<td>0.0000001</td>
<td>0.000000008</td>
<td>0.0042501</td>
</tr>
<tr>
<td>(\sigma_1 = 0.0001)</td>
<td>0.001835</td>
<td>0.001966</td>
<td>-0.000521</td>
</tr>
<tr>
<td>(\gamma_2 = 20)</td>
<td>0.149504</td>
<td>0.620797</td>
<td>0.139752</td>
</tr>
</tbody>
</table>

Notes. The number of simulation trials is set as 1000 and the number of observations on each path is \(n = 1000\).

Tables 1–4, while holding the length of sampling interval \(\Delta\) fixed, the approximation error \(\hat{\theta}_{(1, 1)}^{M, N} - \hat{\theta}_{(1, 1)}\) decreases and is dominated by the intrinsic sampling error \(\hat{\theta}_{(1, 1)} - \theta_{(1, 1)}^{*, \text{true}}\) as \(M\) and/or \(N\) increase. According to Aït-Sahalia
(1999, 2002a, 2008), once the approximation error resulted from replacing the true likelihood (48) by its approximation (50), is dominated by the sampling error due to the true MLE, approximate MLE \(\hat{\theta}_{(1, 1)}^{M, N}\) is appropriate in practice; such a proper replacement has an effect that is statistically indistinguishable from the sampling variation of the true but incomputable MLE \(\hat{\theta}_{(1, 1)}\) around \(\theta\). Thus, following the discussions in Aït-Sahalia
(1999, 2002a, 2008), a small-order approximation is adequate for replacing the true MLE \(\hat{\theta}_{(1, 1)}\) for the purpose of estimating unknown parameter \(\theta\).

Similarly, as exhibited in Tables 5 and 6, the performance the approximate MLE measured by \(\hat{\theta}_{(1, 1)}^{M, N} - \theta_{(1, 1)}^{*, \text{true}}\) is improved as \(M\) and/or \(N\) increase for \(n\) large enough. This phenomenon reconciles the consistency of the incomputable true MLE \(\hat{\theta}_{(1, 1)}\) as well as the improvement of the approximation error of \(\hat{\theta}_{(1, 1)}^{M, N} - \hat{\theta}_{(1, 1)}\) as orders increase. As a result of the fast development of modern computation technology, calculation of high-order likelihood approximations will become increasingly feasible; thus the performance of our approximate MLEs can be arbitrarily improved at least in principle.

5. Concluding remarks

In this paper, we propose a closed-form expansion for transition density of Poisson-driven jump–diffusion models, for which any arbitrary order of correction terms can be systematically obtained through a generally implementable algorithm. As an application, likelihood function is approximated explicitly and thus employed in approximate maximum-likelihood estimation (MLE) for jump–diffusion models from discretely sampled data. Numerical examples and Monte Carlo evidence for illustrating the performance of our density expansion and the resulting approximate MLE are provided in order to demonstrate the wide applicability of the method. The convergence related to the density expansion and the approximate MLE are theoretically justified under some standard (but not necessary) sufficient conditions. Owing to the limited space of this paper, which focuses on introducing a method of estimation, investigations on more asymptotic properties related to the approximate MLE can be regarded as a future research topic. One may also apply the idea of explicitly approximating transition density in various other aspects of financial econometrics, for which explicit asymptotic expansions of certain quantities, e.g., option price, are helpful. An extension of the current method in order to incorporate more general jump–diffusion models (see, e.g., Cinlar and Jacob (1981) and Yu (2007)) can be set as another important direction for future research.
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### Appendix A. Calculation of (A.1)

To explicitly calculate $T_{0,n(y)}$ from formula (25) under the assumptions of Jump-Size Distributions 1 and 2, it is sufficient to consider the explicit calculation of the following expectation

$$
E \left[ \phi_{\Sigma(x_0)} (A + BJ(\Delta)) \prod_{i=1}^{d} J_i(\Delta)^n_i | N(\Delta) = n \right].
$$

(A.1)

where $A = (A_1, A_2, \ldots, A_d)$ and $B = \text{diag}(B_1, B_2, \ldots, B_d)$ for some constants $A_1, A_2, \ldots, A_d, B_1, B_2, \ldots, B_d$ and non-negative integers $n_1, n_2, \ldots, n_d$. As shown momentarily in Appendix D, the explicit calculation of (42) for constructing higher-order correction terms also hinges on (A.1).

Under Jump-Size Distribution 1, conditioning on $N(\Delta) = n$, $J_i(\Delta) = \sum_{l=1}^{N(\Delta)} Z_{li}$ has a univariate normal distribution, i.e., $J_i(\Delta) | N(\Delta) = n \sim N(n \alpha_i, n \beta_i^2)$. We have the following Lemma.

#### Lemma 1

Let

$$
\Sigma(x_0) := (B^T \Sigma(x_0)^{-1} B + (n \beta)^{-1})^{-1}
$$

and

$$
Q = B^T \Sigma(x_0)^{-1} A - B^{-1} \alpha,
$$

(A.2)

where $\alpha$ and $\beta$ are the mean vector and the covariance matrix introduced in Jump-Size Distribution 1, respectively. We have

$$
E \left[ \phi_{\Sigma(x_0)} (A + BJ(\Delta)) \prod_{i=1}^{d} J_i(\Delta)^n_i | N(\Delta) = n \right] =
\frac{(\text{det } \Sigma(x_0))^{\frac{1}{2}}}{(2\pi)^{\frac{d}{2}}} \times \exp \left[ -\frac{1}{2} A^T \Sigma(x_0)^{-1} A - \frac{n}{2} \alpha^T B^{-1} \alpha + \frac{1}{2} Q^T \Sigma(x_0) Q \right]
\times \prod_{i=1}^{d} \alpha_i^{n_i} \beta_i^{n_i} \times \prod_{i=1}^{d} \alpha_i^{n_i} \beta_i^{n_i} \times \exp \left[ \theta^T \Sigma(x_0) \theta + \frac{1}{2} \theta^T \Sigma(x_0) \theta \right]_{\theta_1=0, \theta_2=0, \ldots, \theta_d=0},
$$

where $\theta = (\theta_1, \theta_2, \ldots, \theta_d)^T$.

#### Proof.

The proof of the lemma follows from straightforward calculations; see Section 2.1 of Li and Chen (2016). □
Thus, denoting by
\[ A = y - D(x_0)b(x_0)\sqrt{\Delta} \text{ and } B = -\frac{D(x_0)}{\sqrt{\Delta}} \] (A.3)
and letting \( n_1, n_2, \ldots, n_d = 0 \), it is easy to obtain the leading term \( T_{0,n}(y) \) as
\[ T_{0,n}(y) = \Phi(S(x_0) + \frac{1}{2} D(x_0)b(x_0)) \left( y - D(x_0)b(x_0)\sqrt{\Delta} \right) \]
\[ - \frac{n}{\sqrt{\Delta}} D(x_0)\alpha \].
(A.4)

Under Jump-Size Distribution 2, conditioning on \( N(\Delta) = n \), \( f_i(\Delta) \) has an Erlang distribution (see, e.g., Chapter 17 in Johnson et al. (1996)) with p.d.f.
\[ P(f_i(\Delta) \in dv | N(\Delta) = n) = \frac{\gamma_i^v}{(n-1)!} \exp(-\gamma_i v) v^{n-1} dv, \]
(A.5)
for each \( i = 1, 2, \ldots, d \). Similar to Lemma 1, we have the following formula.

**Lemma 2.** Let
\[ \hat{\Lambda} = (\hat{\Lambda}_1, \hat{\Lambda}_2, \ldots, \hat{\Lambda}_d)^T = \Sigma(x_0) (B^{-1})^T (B^T \Sigma(x_0)^{-1} A + \Gamma) \]
with \( \Gamma = (\gamma_1, \gamma_2, \ldots, \gamma_i)^T \).

We have
\[ \mathbb{E} \left[ \phi_{\Sigma(x_0)}(A + Bf(\Delta)) \prod_{i=1}^{d} f_i(\Delta)^{m_i} | N(\Delta) = n \right] = \frac{1}{\text{det} B} \prod_{i=1}^{d} \frac{\gamma_i^{n_i}}{(n_i-1)!} \left( 1 - \frac{1}{2} A^T \Sigma(x_0)^{-1} A \right) \]
\[ \times \left( 1 + 2 A^T \Sigma(x_0)^{-1} \hat{\Lambda} \right) \phi_{\Sigma(x_0)}(\hat{\Lambda}) \].
(A.6)

Here, \( \Phi(\cdot) \) denotes the cumulative distribution function of a normal distribution with zero mean and covariance matrix \( C \).

**Proof.** The proof of the lemma follows from straightforward calculations; see Section 2.2 of Li and Chen (2016). \( \square \)

Thus, it is easy to obtain the leading term \( T_{0,n}(y) \) by plugging \( n_1, n_2, \ldots, n_d = 0 \) in formula (A.7).

**Appendix B. Proof of Theorem 1**

**Proof.** Following (19) and (39), we have
\[ T_{m,n}(y) = \sum_{\ell=0}^{\lfloor n/2 \rfloor} \frac{1}{\ell!} \left( \frac{1}{\sqrt{\Delta}} \right)^\ell \prod_{i=1}^{\ell} D_{\ell,i}(x_0) \]
\[ \times \mathbb{E} \left[ \frac{\partial^{(\ell)}}{\partial x_1 \partial x_2 \cdots \partial x_{\ell}} \prod_{i=1}^{\ell} X_{i,1+n_i} | N(\Delta) = n \right] \].

We need to evaluate
\[ \mathbb{E} \left[ \frac{\partial^{(\ell)}}{\partial x_1 \partial x_2 \cdots \partial x_{\ell}} (Y_0 - y) \prod_{i=1}^{\ell} X_{i,1+n_i} | N(\Delta) = n \right] \]
\[ = \mathbb{E} \left[ \frac{\partial^{(\ell)}}{\partial x_1 \partial x_2 \cdots \partial x_{\ell}} (Y_0 - y) \prod_{i=1}^{\ell} X_{i,1+n_i} | N(\Delta) = n \right] \]
\[ \times \prod_{i=1}^{\ell} X_{i,1+n_i} | N(\Delta) = n, f(\Delta) \] (A.7).

Recall that \( E_n(\cdot) \) denotes the conditional expectation operator \( \mathbb{E}(\cdot | N(\Delta) = n, f(\Delta)) \). Moreover, we denote by
\[ z := y - \frac{D(x_0)}{\sqrt{\Delta}} (b(x_0)A + f(\Delta)) \].

Using the integration-by-parts formula of Dirac Delta function (see, e.g., Section 2.6 in Kanwal (2004)) and recalling (14), we arrive at
\[ E_n \left( \frac{\partial^{(\ell)}}{\partial x_1 \partial x_2 \cdots \partial x_{\ell}} (Y_0 - y) \prod_{i=1}^{\ell} X_{i,1+n_i} | N(\Delta) = n \right) \]
\[ = \int_{-\infty}^{\infty} \frac{\partial^{(\ell)}}{\partial x_1 \partial x_2 \cdots \partial x_{\ell}} E_n \left( \prod_{i=1}^{\ell} X_{i,1+n_i} | N(\Delta) = n \right) \]
\[ \times \phi_{\Sigma(x_0)}(w) dw = (-1)^\ell \frac{\partial^{(\ell)}}{\partial z_1 \partial z_2 \cdots \partial z_{\ell}} \phi_{\Sigma(x_0)}(z) \]
\[ \times \mathbb{E} \left( \prod_{i=1}^{\ell} X_{i,1+n_i} | N(\Delta) = n \right) \]
\[ = DU(z), \]
we obtain formulas (42) and (43) immediately. \( \square \)

**Appendix C. Calculation of (40)**

**C.1. Conversion from multiplication to linear combination**

The first technical issue is to convert \( X_{i,1+n_1}X_{j,1+n_2} \cdots X_{k,1+n_k} \) into a linear combination of iterated Stratonovich integrals using the following lemma. For an arbitrary index \( i = (i_1, i_2, \ldots, i_l) \), we denote by \( -i \) the index obtained from deleting the first component of index \( i \), i.e., \( -i = (i_2, i_3, \ldots, i_l) \). Similarly, let \( -f = \{(f_2, f_3, \ldots, f_l)\} \), then, it is usual to observe
\[ S_{n-1}(t) := \int_0^t \cdots \int_0^t f_1(s_1) \circ dW_{i_1}(s) \cdots f_2(s_2) \circ dW_{i_2}(s). \]

**Lemma 3.** For two indices \( i = (i_1, i_2, \ldots, i_l) \) and \( j = (j_1, j_2, \ldots, j_k) \) as well as stochastic processes \( f = \{(f_1, f_2, \ldots, f_l)\} \) and \( g = \{(g_1, g_2, \ldots, g_k)\} \), we have
\[ S_{i,f}(g) = \int_0^t S_{i,f}(u)S_{-i,-g}(u)g(u) \circ dW_{i_1}(u) \]
\[ + \int_0^t S_{i,g}(u)S_{-i,-f}(u)f(u) \circ dW_{i_1}(u). \]
(C.1)

**Proof.** See Section 2.3 of Li and Chen (2016). \( \square \)

For example, applications of (C.1) to the products generated by (38) yields that
\[ S_{0,(0,1)}(t)^2 = 2S_{0,(0,1)}(t), \]
\[ S_{0,(1)}(t)S_{1,(1)}(t) = S_{0,(1)}(t) + S_{1,(0,1)}(t), \]
\[ S_{1,(1)}(t)^2 = S_{1,(1)}(t)^2. \]

Thus, we obtain a linear combination form of \( X_1(t)^2 \) as
\[ X_1(t)^2 = 2b(x_0)^2 S_{0,0,(0,1)}(t) \]
\[ + 2\sigma(x_0)b(x_0) S_{0,(0,1)}(t) + S_{1,0,(0,1)}(t) \]
\[ + 2\sigma(x_0)^2 S_{(0,1),(1,1)}(t) + 2b(x_0)^2 J(0,1)(t) \]
\[ + 2\sigma(x_0)^2 J(1,1)(t) + J(1)(t). \]
By plugging this expression and (36) in (37), it is straightforward to write $X_3(t)$ as a linear combination of iterated Stratonovich integrals. Due to the length of this paper, we omit such a tedious formula. Similarly, to simplify $X_4(t)$ for calculating (47b), we need the following conversion among others:

$$S_{(1), (j_0)}(t)^2 = 2S_{(1, 1), (j_0), (j_0)}(t).$$

**C.2. Conversion from iterated Stratonovich integrals to Itô integrals**

In this section, we discuss the conversion from iterated Stratonovich integral (33) to a linear combination of iterated Itô integrals defined in a similar way except for changing the Stratonovich integrals in (33) into that of Itô sense, i.e.,

$$I_{t, l}(t) = \int_0^t \left( \int_0^t f_{l}(t_1) dW_{l}(t_1) \right) \cdot f_{l}(t_1) dW_{l}(t_1) \cdot f_{l}(t_1) dW_{l}(t_1).$$

Since the conditioned jump path is stepwise constant, we concentrate on the case where $f_l$ are step functions. By using the fact that, for two continuous semimartingales $X$ and $Y$,

$$\int_0^t X(s) o dY(s) = \int_0^t X(s) dY(s) + \frac{1}{2} \langle X, Y \rangle(t),$$

see, e.g., Section II.7 in Protter (1990), we will generalize the relation between iterated Stratonovich and Itô integrals investigated in Section 5.2 of Kloeden and Platen (1992). Define the length of $I = (i_1, i_2, \ldots, i_l)$ with $i_1, i_2, \ldots, i_l \in \{0, 1, 2, \ldots, d\}$ by

$$l(i) := l(i_1, i_2, \ldots, i_l).$$

Let $\zeta$ denote the index with zero length, i.e., $l(\zeta) = 0$. We propose the following lemma.

**Lemma 4.** For an arbitrary index $i = (i_1, i_2, \ldots, i_l)$ with $i_1, i_2, \ldots, i_l \in \{0, 1, 2, \ldots, d\}$, if $l(i) = 0$, 1, we have $S_{t, l}(t) = I_{t, l}(t)$; if $l(i) \geq 2$, we have

$$S_{t, l}(t) = \int_0^t S_{(-\ell, -l)}(t_1) f_{l}(t_1) dW_{l}(t_1) + \frac{1}{2} \mathbb{E}\left[ I_{t, l}(t) \mid \mathcal{L}_{t} \right]$$

$$\times \int_0^t S_{(-\ell, -l)}(t_1) f_{l}(t_1) dW_{l}(t_1).$$

**Proof.** See Section 2.4 of Li and Chen (2016).

For example, to calculate (46), we employ the following blocks to convert (36) to a linear combination of iterated Itô combination of iterated Itô integrals

$$S_{(0, 1), (1, 1)}(t) = I_{(0, 1), (1, 1)}(t),$$

$$S_{(1, 0), (1, 1)}(t) = I_{(1, 0), (1, 1)}(t),$$

$$S_{(1, 1), (1, 1)}(t) = I_{(1, 1), (1, 1)}(t) + \frac{1}{2} I_{(0, 1), (1)}(t),$$

$$S_{(1), (j_0)(j_0)}(t) = I_{(1), (j_0)(j_0)}(t) + \frac{1}{2} I_{(0), (j_0^2)}(t).$$

Similarly, to calculate (47b), the following conversion is needed among others:

$$S_{(1), (j_0)(j_0)}(t) = I_{(1), (j_0)(j_0)}(t) + \frac{1}{2} I_{(0), (j_0^2)}(t).$$

**C.3. Conditional expectation of iterated Itô integrals**

Following the previous discussions, we finally focus on the conditional expectation of iterated Itô integrals in the following form: $E_{n} \left( \|I_{t, l}(\Delta)\| \mid W(\Delta) = w \right)$, where $E_{n}(\cdot)$ denotes the conditional expectation operator $\mathbb{E}(\cdot | N(\Delta) = n, \mathcal{F}(\Delta))$ for simplicity. A natural start is to remove the conditioning by an explicit construction of Brownian bridge (see, e.g., Section 5.6 in Karatzas and Shreve (1991)), i.e., for any $r = 1, 2, \ldots, d$,

$$(W_{r}(s))| W(\Delta) = w \rangle \overset{\text{inlaw}}{=} (W_{r}(s))| W_{r}(\Delta) = w_{r} \rangle \overset{\text{inlaw}}{=} \mathfrak{A}_{r}^{w}(s)$$

where $\mathfrak{B}_{r}$'s are independent Brownian motions and

$$\mathfrak{A}_{r}^{w}(s) := \mathfrak{B}_{r}(s) - \frac{s}{\Delta} \mathfrak{B}_{r}(\Delta) + \frac{s}{\Delta} w_{r},$$

is distributed as a Brownian bridge starting from 0 and ending at $w_r$ at time $\Delta$. We assume $\mathfrak{A}_{0}^{w}(s) \equiv s$ and $\mathfrak{B}_{0}(s) \equiv s$. Thus, it follows that

$$E_{n} \left( \|I_{t, l}(\Delta)\| \mid W(\Delta) = w \right) = E \left( \int_0^\Delta \cdots \int_0^\Delta f_l(t_1) d\mathfrak{D}_{r}(t_1) \cdots f_l(t_1) d\mathfrak{D}_{r}(t_1) \right),$$

where $\mathfrak{D}_{r}$ is a vector with

$$v_r := (v_0, v_1, v_2, \ldots, v_d) \text{ a vector with}$$

$$v_j := \# \{ k = 1, 2, \ldots, l : i_k = j \}, \text{ for } j = 0, 1, \ldots, d,$$

i.e., the total number of $k$ from the set $\{1, 2, \ldots, l\}$ such that $i_k = j$. It is obvious that $\sum_{j=0}^{d} v_j = l$.

**Proposition 1.** The expectation (C.7) admits the following representation

$$E_{n} \left( \|I_{t, l}(\Delta)\| \mid W(\Delta) = w \right) =$$

$$\sum_{p_{1}=0}^{v_{1}} \left( v_{1} \right) \left( \frac{w_{1}}{\Delta} \right)^{p_{1}} \sum_{q_{1}=0}^{p_{1}} \left( 1 - \frac{1}{\Delta} \right)^{q_{1}} \left( v_{1} - p_{1} \right) \left( \frac{1}{\Delta} \right)^{v_{1} - p_{1} - q_{1}} \right.$$  

$$\times \sum_{p_{2}=0}^{v_{2}} \left( v_{2} \right) \left( \frac{w_{2}}{\Delta} \right)^{p_{2}} \sum_{q_{2}=0}^{p_{2}} \left( 1 - \frac{1}{\Delta} \right)^{q_{2}} \left( v_{2} - p_{2} \right) \left( \frac{1}{\Delta} \right)^{v_{2} - p_{2} - q_{2}} \right.$$  

$$\times \cdots \sum_{p_{d}=0}^{v_{d}} \left( v_{d} \right) \left( \frac{w_{d}}{\Delta} \right)^{p_{d}} \sum_{q_{d}=0}^{p_{d}} \left( 1 - \frac{1}{\Delta} \right)^{q_{d}} \left( v_{d} - p_{d} \right) \left( \frac{1}{\Delta} \right)^{v_{d} - p_{d} - q_{d}} \right.$$  

$$\times E_{n} \left( \prod_{j=1}^{d} \mathfrak{B}_{r}^{w_{j} - p_{j} - q_{j}}(\Delta) \cdot I_{(0, \ldots, 0, 1, 0, \ldots, 0)}(\Delta) \right) \text{ (C.10)}$$

where $q_0 = l - \sum_{k=1}^{d} q_k$.

**Proof.** See Section 2.5 of Li and Chen (2016).
\[ E_1 \left( I_{(0,1),(1,1)}(\Delta) \right) W(\Delta) = w \]
\[ = \frac{1}{\Delta} E_1 \left( \mathcal{B}(\Delta) \times I_{(2,0),(1,1)}(\Delta) \right) + E_1 \left( I_{(1,1),(1,1)}(\Delta) \right) \]
\[ + \frac{w}{\Delta} E_1 \left( I_{(1,0),(1,1)}(\Delta) \right) , \]  
\[ \text{(C.11a)} \]
\[ E_1 \left( I_{(1,0),(0,0)}(\Delta) \right) W(\Delta) = w \]
\[ = \frac{1}{\Delta} E_1 \left( \mathcal{B}(\Delta) \times I_{(1,0),(0,0)}(\Delta) \right) + E_1 \left( I_{(0,1),(0,0)}(\Delta) \right) \]
\[ + \frac{w}{\Delta} E_1 \left( I_{(1,0),(0,0)}(\Delta) \right) , \]  
\[ \text{(C.11b)} \]

as well as an example for calculating (47b) based on (C.5):

\[ E_2 \left( I_{(1,0),(0,0)}(\Delta) \right) W(\Delta) = w \]
\[ = \frac{1}{\Delta^2} E_2 \left( \mathcal{B}^2(\Delta) \times I_{(2,0),(0,1)}(\Delta) \right) - \frac{2}{\Delta} E_2 \left( \mathcal{B}(\Delta) \times I_{(1,0),(0,1)}(\Delta) \right) \]
\[ - \frac{2w}{\Delta} E_2 \left( \mathcal{B}(\Delta) \times I_{(2,0),(1,1)}(\Delta) \right) + E_2 \left( I_{(2,0),(0,1)}(\Delta) \right) \]
\[ + \frac{2w}{\Delta} E_2 \left( I_{(1,0),(1,1)}(\Delta) \right) + \left( \frac{w}{\Delta} \right)^2 E_2 \left( I_{(2,0),(1,1)}(\Delta) \right) , \]  
\[ \text{(C.12)} \]

where \( f = \{ (j(t), j(t)) \} \).

Next, it suffices to calculate the expectation in (C.10). We propose the following iteration-based algorithm.

**Proposition 2.** For non-negative integers \( k_1, k_2, \ldots, k_d = 0, 1, 2, \ldots, v_i = (v_0, v_1, v_2, \ldots, v_d) \) and \( f = \{ f_1(t), f_2(t), \ldots, f_d(t) \} \), if there exists \( i \in \{ 1, 2, \ldots, d \} \) such that \( v_i > k_i \), we have

\[ E_n \left( \prod_{j=1}^{d} B_{j}^{k_j}(\Delta) \times I_{n_1}(\Delta) \right) = 0; \]  
\[ \text{(C.13)} \]

if there exists \( i \in \{ 1, 2, \ldots, d \} \) such that \( v_i \leq k_i \), we have

\[ E_n \left( \prod_{j=1}^{d} B_{j}^{k_j}(\Delta) \times I_{n_1}(\Delta) \right) \]
\[ = v_i \times E_n \left( B_{j}^{k_j-1}(\Delta) \prod_{j=1, j\neq i}^{d} B_{j}^{k_j}(\Delta) \right) \]
\[ \times I_{f_1}(v_0+1, v_1-1, v_2, \ldots, v_d)(\Delta) \]
\[ + \sum_{j=1}^{v_i+1} E_n \left( B_{j}^{k_j-1}(\Delta) \prod_{q=1, q\neq j}^{d} B_{q}^{k_q}(\Delta) \right) \]
\[ \times I_{f_1}(v_0, \ldots, v_{i-1}, v_{i+1}, \ldots, v_d)(\Delta) \]  
\[ \text{(C.14)} \]

in particular, if \( v_i = k_i \), we have

\[ E_n \left( \prod_{j=1}^{d} B_{j}^{k_j}(\Delta) \times I_{n_1}(\Delta) \right) \]
\[ = k_i! \times E_n \left( \prod_{j=1, j\neq i}^{d} B_{j}^{k_j}(\Delta) \times I_{f_1}(v_0, v_1-1, \ldots, v_d)(\Delta) \right) . \]  
\[ \text{(C.15)} \]

**Proof.** See Section 2.6 of Li and Chen (2016). \( \Box \)

Following (C.11a) and (C.11b), we illustrate Proposition 2 using the following examples among others:

\[ E_1 \left( \mathcal{B}(\Delta) \times I_{(2,0),(1,1)}(\Delta) \right) = 3E_1 \left( I_{(2,0),(1,1)}(\Delta) \right) = 0, \]
\[ E_1 \left( \mathcal{B}(\Delta) \times I_{(1,0),(0,0)}(\Delta) \right) = E_1 \left( I_{(1,1),(1,0)}(\Delta) \right) + E_1 \left( I_{(1,1),(0,1)}(\Delta) \right) = 0, \]
\[ E_1 \left( I_{(2,0),(0,1)}(\Delta) \right) = \int_{0}^{\Delta} \int_{0}^{\Delta} dt_1 dt_2 dt_1 = \frac{1}{2} \Delta^2 \]
\[ E_1 \left( I_{(1,0),(0,0)}(\Delta) \right) = \int_{0}^{\Delta} t_1 dt_1 = \int_{0}^{\Delta} Z_1 1_{1_{\tau_1}}(t_1)dt_1 \]
\[ = Z_1 (\Delta - \tau_1) . \]

Similarly, following (C.12), we provide the following example:

\[ E_2 \left( \mathcal{B}^2(\Delta) \times I_{(2,0),(0,1)}(\Delta) \right) \]
\[ = E_2 \left( \mathcal{B}(\Delta) \times I_{(2,1),(0,1)}(\Delta) \right) \]
\[ + E_2 \left( \mathcal{B}(\Delta) \times I_{(2,0),(1,1)}(\Delta) \right) \]
\[ + E_2 \left( \mathcal{B}(\Delta) \times I_{(2,0),(0,1)}(\Delta) \right) , \]

where, for instance,

\[ E_2 \left( \mathcal{B}(\Delta) \times I_{(2,0),(0,1)}(\Delta) \right) \]
\[ = \int_{0}^{\Delta} \int_{0}^{\Delta} \int_{0}^{\Delta} f(t_2) dt_2 dt_1 dt_1 \]
\[ = \frac{1}{6} Z_1^2 (\tau_1 - \tau_2)^3 - \frac{1}{2} Z_1 (Z_1 + Z_2) (T - \tau_1) (T - \tau_2) (\tau_1 - \tau_2) \]
\[ + \frac{1}{6} (Z_1 + Z_2)^2 (\Delta - \tau_2)^3 . \]

**C.4. Summary of the algorithm**

Before closing this section, we summarize the aforementioned three-stage algorithm as follows:

**Algorithm 1.**
- Convert the multiplications of iterated Stratonovich integrals to linear combinations.
- Convert each iterated Stratonovich integral resulting from the previous step into a linear combination of iterated Itô integrals.
- Compute conditional expectation of iterated Itô integrals.

According to the above discussions in this section, conditional expectation (40) can be calculated as a polynomial in \( w \) with coefficients involving polynomials in the jump arrival times \( \tau_1, \tau_2, \ldots, \tau_n \) as well as jump sizes \( Z_1, Z_2, \ldots, Z_n \). For example, conditional expectation (46) admits the following closed-form

\[
P_{I,(1,1),(1,1)}(w) = \frac{1}{2} b^{(1)}(x_0) \sigma(x_0) \Delta w + \frac{1}{2} b^{(0)}(x_0) \sigma^{(1)}(x_0) \Delta w
+ \frac{1}{2} b^{(1)}(x_0) \sigma^{(1)}(x_0) \Delta^2 - b^{(1)}(x_0) \tau_1 Z_1
+ b^{(1)}(x_0) \Delta Z_1 + \frac{1}{2} \sigma(x_0) b^{(1)}(x_0) w^2
+ \sigma^{(1)}(x_0) Z_1 w - \frac{1}{\Delta} \sigma^{(1)}(x_0) \tau_1 Z_1 w.
\]

**Appendix D. Calculation of (42)**

Following the investigation from the previous section, it is evident that (43) can be calculated as a product of the normal
p.d.f. $\phi_{\Sigma(\delta)}(z)$ and a polynomial in $z$ with coefficients involving polynomials in the jump arrival times $t_1, t_2, \ldots, t_n$ as well as jump sizes $Z_1, Z_2, \ldots, Z_n$. For example, (45) admits the following explicit form

$$F_{\lambda,1,1,1}(z) = \phi(z) \left( \frac{1}{2} b^{(1)}(\delta) \sigma(\delta) \Delta z^2 + \frac{1}{2} b(\delta) \sigma(\delta) \Delta z^2 \right)$$

Thus, we provide a general formula for the conditional expectation

$$\mathbb{E}(D.2) \text{ boils down to calculating expectations of uniformly distributed random variables (see, e.g., Chapter 13 in Karlin and Taylor (1981))), i.e.,}$$

$$\mathbb{E} \left[ \phi_{\Sigma(\delta)}(A + BJ(\Delta)) \mid N(\Delta) = n \right].$$

To calculate the inside conditional expectation, we note that, for each $l$,

$$\mathbb{E} \left[ \phi_{\Sigma(\delta)}(A + BJ(\Delta)) \mid N(\Delta) = n \right] = \mathbb{E} \left[ \prod_{l=1}^m \phi_{\Sigma(\delta)}(A + BJ(\Delta)) \mid N(\Delta) = n \right].$$

D.2. Expectation involving jump sizes

In this section, we resort to the technique of conditioning in the calculation of

$$\mathbb{E} \left[ \prod_{l=1}^m \phi_{\Sigma(\delta)}(A + BJ(\Delta)) \mid N(\Delta) = n \right].$$

For example, by conditioning on $J(\Delta)$, expectation (D.4) is equal to

$$\mathbb{E} \left[ \phi_{\Sigma(\delta)}(A + BJ(\Delta)) \right]$$

To calculate the inside conditional expectation, we note that, for each $l$,

$$\mathbb{E} \left[ \phi_{\Sigma(\delta)}(A + BJ(\Delta)) \right] = \mathbb{E} \left[ \prod_{l=1}^m \phi_{\Sigma(\delta)}(A + BJ(\Delta)) \right].$$

D.2.1. An example under Jump-Size Distribution 1

Under Jump-Size Distribution 1, we have

$$\left( Z_{1,1}, Z_{2,1}, \ldots, Z_{n,1} \right) \mid J(\Delta), N(\Delta) = n \sim \text{in law}$$

$$\left( \frac{h(\Delta)}{n} \Phi_{\beta}^2 \left( I_n - \frac{1}{n} 1_n 1_n^T \right) \right) \mid J(\Delta), N(\Delta) = n,$$

where $l_n = \text{diag}(1, 1, \ldots, 1)$ and $1_n = (1, 1, \ldots, 1)^T$. Thus, it is straightforward to obtain the expectation in (D.6) in closed-form as a polynomial of $J(\Delta)$ by differentiating the moment generating function of conditional distribution (D.7), that is,

$$\mathbb{E} \left[ \prod_{l=1}^m \phi_{\Sigma(\delta)}(A + BJ(\Delta)) \mid N(\Delta) = n \right] = \mathbb{E} \left[ \prod_{l=1}^m \phi_{\Sigma(\delta)}(A + BJ(\Delta)) \mid N(\Delta) = n \right].$$
which simplifies (D.4) to
\[ \frac{1}{2} \beta_i^2 \left( \frac{n}{n} \sum_{i=1}^{n} \theta_i \right) \]
with \( J_{i}^{(n)}(\Delta) = \sum_{i=1}^{n} Z_{i} \). Thus, expectation (D.4) can be further calculated in closed-form using Lemma 1.

### D.2.2. An example under Jump-Size Distribution 2

Under Jump-Size Distribution 2, it is known from Section 13.1 of Karlin and Taylor (1981) that

\[ (Z_{1,i}, Z_{2,i}, \ldots, Z_{n-1,i}, Z_n, J_{i}(\Delta), N(\Delta) = n) \]

\[ \sim_{\text{law}} \left( (U_{1,i}, J_{i}^{(n)}(\Delta), U_{2,i}, J_{i}^{(n)}(\Delta), \ldots, U_{n-1,i}, J_{i}^{(n)}(\Delta), U_n, J_{i}^{(n)}(\Delta)), \right) \]

where \( U_{1,i} + U_{2,i} + \cdots + U_{n-1,i} + U_{n,i} = 1 \) and \( U_{1,i}, U_{2,i}, \ldots, U_{n-1,i} \) are uniformly distributed over the region

\[ U_{n-1} : = \left\{ (u_1, u_2, \ldots, u_{n-1}) : u_i \geq 0, \text{ for } i = 1, 2, \ldots, n-1, \right. \]

\[ \text{and } \sum_{i=1}^{n-1} u_i \leq 1 \left\} \right. \]

i.e., the distribution of \((U_{1,i}, U_{2,i}, \ldots, U_{n-1,i})\) has a probability density function as

\[ P\left( (U_{1,i} \in du_1, U_{2,i} \in du_2, U_{n-1,i} \in du_{n-1}) \right) = (n-1)! u_1 u_2 \cdots u_{n-1} e^{-u_1 - u_2 - \cdots - u_{n-1}} \right). \]

(D.8)

Moreover, the random vector \((U_{1,i}, U_{2,i}, \ldots, U_{n-1,i})\) is independent of \( J_{i}(\Delta) \).

Thus, we find that

\[ \mathbb{E} \left( \prod_{k=1}^{n} Z_{k,i}^{b_{k,i}} | J_{i}(\Delta), N(\Delta) = n \right) \]

\[ = J_{i}^{(n)}(\Delta) \sum_{k=1}^{n} b_{k,i} \mathbb{E} \left( \prod_{k=1}^{n} U_{k,i}^{b_{k,i}} | J_{i}(\Delta), N(\Delta) = n \right) \]

\[ = J_{i}^{(n)}(\Delta) \hat{b}_{k,i} \mathbb{E} \left( \prod_{k=1}^{n} U_{k,i}^{b_{k,i}} | N(\Delta) = n \right) \]

which simplifies (D.4) to

\[ \mathbb{E} \left[ \phi_{\Sigma(x_0)} (A + BJ(\Delta)) \prod_{i=1}^{d} I_{i}(\Delta) \sum_{k=1}^{n} b_{k,i} | N(\Delta) = n \right] \]

\[ \times \prod_{i=1}^{d} \mathbb{E} \left( \prod_{k=1}^{n} U_{k,i}^{b_{k,i}} | N(\Delta) = n \right) \]

(D.9)

By letting \( n = \sum_{k=1}^{n} b_{k,i} \) for \( i = 1, 2, \ldots, d \), it is easy to obtain the first conditional expectation in (D.9) in closed-form using Lemma 2. Through straightforward calculations relying on distribution (D.8), we obtain that

\[ \mathbb{E} \left( \prod_{k=1}^{n} U_{k,i}^{b_{k,i}} | N(\Delta) = n \right) \]

\[ = \frac{(n-1)! \prod_{k=1}^{n} b_{k,i} \left( \sum_{k=1}^{n} b_{k,i} + n - 1 \right)!} \]

### D.3. An explicit illustration of correction term (42)

As an illustration, we obtain the correction term \( T_{1,1}(\gamma) \) for a one-dimensional jump–diffusion model by integrating (D.1) using the aforementioned method:

\[ T_{1,1}(\gamma) \]

\[ = - \frac{D(x_0)}{\sqrt{\Delta}} \left( \left( \frac{1}{2} A^{3/2} \left( 1 - A^2 \right) \left( b^{(1)}(x_0) \sigma(x_0) + b(x_0) \sigma^{(1)}(x_0) \right) \right) \right. \]

\[ \left. + A \left( \sigma(x_0) \sigma^{(1)}(x_0) \Delta - \frac{1}{2} b(x_0) b^{(1)}(x_0) \Delta^2 \right) \right) \]

\[ - \frac{1}{2} \sigma(x_0) \sigma^{(1)}(x_0) \Delta^2 \mathbb{E} \left[ \phi \left( A + BJ(\Delta) \right) | N(\Delta) = 1 \right] \]

\[ - \frac{1}{\sqrt{\Delta}} \left( 1 - A^2 \right) \sigma^{(1)}(x_0) + \sqrt{\Delta} Ab^{(1)}(x_0) \right) \]

\[ \mathbb{E} \left[ \tau_1 | N(\Delta) = 1 \right] - \Delta - 2Ab^{(1)}(x_0) \]

\[ \mathbb{E} \left[ \tau_1 | N(\Delta) = 1 \right] - \Delta + AB \left( b^{(1)}(x_0) \sigma(x_0) \right. \]

\[ + \frac{1}{2} \left( b^{(1)}(x_0) + \frac{2}{\sqrt{\Delta}} A \sigma^{(1)}(x_0) \right) B \mathbb{E} \left[ \tau_1 | N(\Delta) = 1 \right] - \Delta \]

\[ - \frac{1}{2} \Delta^{-1/2} \left( b^{(1)}(x_0) \sigma(x_0) + b(x_0) \sigma^{(1)}(x_0) \right) \]

\[ - \frac{1}{2} \sigma(x_0) \sigma^{(1)}(x_0) 3Ab^{2} \Delta \]

\[ \times \mathbb{E} \left[ \phi \left( A + BJ(\Delta) \right) J(\Delta) | N(\Delta) = 1 \right] \]

\[ + \frac{1}{2} \left( b^{(1)}(x_0) + \frac{2}{\sqrt{\Delta}} A \sigma^{(1)}(x_0) \right) B \mathbb{E} \left[ \tau_1 | N(\Delta) = 1 \right] - \Delta \]

\[ - \frac{1}{2} \sigma(x_0) 3Ab^{2} \Delta \]

\[ \mathbb{E} \left[ \phi \left( A + BJ(\Delta) \right) J(\Delta) | N(\Delta) = 1 \right] \]

with \( A \) and \( B \) defined in (A.3). Here, the expectation of the jump arrival time is given by \( \mathbb{E} \left[ \tau_1 | N(\Delta) = 1 \right] = \Delta/2 \). Under Jump-Size Distribution 1, the expectations involving jump size components can be calculated as

\[ \mathbb{E} \left[ \phi \left( A + BJ(\Delta) \right) J(\Delta) | N(\Delta) = 1 \right] \]

\[ = \frac{\alpha - AB \beta^2}{(1 + B^2 \beta^2)^{1/2}} \mathbb{E} \left[ \phi \left( A + Bx_0 \right) \right] \]

\[ \mathbb{E} \left[ \phi \left( A + BJ(\Delta) \right) J(\Delta) | N(\Delta) = 1 \right] \]

\[ = \frac{\alpha^2 + \beta^2 - 2AB \beta^2 + (1 + A^2) B^2 \beta^4}{(1 + B^2 \beta^2)^{3/2}} \mathbb{E} \left[ \phi \left( A + Bx_0 \right) \right] \]

\[ \mathbb{E} \left[ \phi \left( A + BJ(\Delta) \right) J(\Delta) | N(\Delta) = 1 \right] \]

\[ = \frac{(\alpha - AB \beta^2)(\alpha^2 + 3 - 2AB \beta^2) \beta^2 + (3 + A^2) B^2 \beta^4}{(1 + B^2 \beta^2)^{3/2}} \]

\[ \times \mathbb{E} \left[ \phi \left( A + Bx_0 \right) \right] \]

where \( \alpha \) and \( \beta \) are defined via \( \alpha = EZ_1 \) and \( \beta^2 = \text{Var} Z_1 \) according to Jump-Size Distribution Jump-Size Distribution 1. Under Jump-Size
Distribution 2, the expectations involving jump size components can be calculated as

\[
E[\phi(A + B(f(\Delta))) | N(\Delta) = 1] = \frac{\gamma}{B} e^{\frac{\Delta}{B^2}} [\phi(A) + \phi(B)],
\]

where \( \Delta = A + y/B \) and \( \gamma \) is the intensity parameter of the exponential distribution. Here, \( \gamma(\cdot) \) denotes the cumulative distribution function of a standard normal distribution.
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